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Volume-Based Space-Time Cube for
Large-Scale Continuous Spatial Time Series

Zikun Deng, Jiabao Huang, Chenxi Ruan, Jialing Li, Shaowu Gao, and Yi Cai

Abstract—Spatial time series visualization offers scientific
research pathways and analytical decision-making tools across
various spatiotemporal domains. Despite many advanced method-
ologies, the seamless integration of temporal and spatial infor-
mation remains a challenge. The space-time cube (STC) stands
out as a promising approach for the synergistic presentation of
spatial and temporal information, with successful applications
across various spatiotemporal datasets. However, the STC is
plagued by well-known issues such as visual occlusion and depth
ambiguity, which are further exacerbated when dealing with
large-scale spatial time series data. In this study, we introduce
a novel technical framework termed VolumeSTCube, designed
for continuous spatiotemporal phenomena. It first leverages the
concept of the STC to transform discretely distributed spatial
time series data into continuously volumetric data. Subsequently,
volume rendering and surface rendering techniques are employed
to visualize the transformed volumetric data. Volume rendering
is utilized to mitigate visual occlusion, while surface rendering
provides pattern details by enhanced lighting information. Lastly,
we design interactions to facilitate the exploration and analysis
from temporal, spatial, and spatiotemporal perspectives. Vol-
umeSTCube is evaluated through a computational experiment,
a real-world case study with one expert, and a controlled user
study with twelve non-experts, compared against a baseline from
prior work, showing its superiority and effectiveness in large-
scale spatial time series analysis.

Index Terms—Spatiotemporal visualization, space-time cube,
spatiotemporal analysis

I. INTRODUCTION

SPATIAL time series, collections of time series data associ-
ated with geographic locations, are prevalent in many do-

mains, such as environmental science, urban informatics, and
atmospheric sciences, offering valuable insights within these
fields. Hereafter, we denote spatial time series as “ST series”
for short. Visualization is an effective and popular means for
analyzing ST series, as it can present heterogeneous spatial
and temporal information through easily perceivable and in-
teractive graphics. With the advancement of sensor technology,
the scale of ST series data has become increasingly large. By
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large-scale, we refer to datasets containing millions of records,
following previous studies [1], [2]. For example, China’s air
quality ST series spans an entire year with thousands of
timestamps and covers the entire country with hundreds of ST
series [3], resulting in millions of records. Such a large-scale
feature poses challenges to effective visualization.

The effective composition of spatial and temporal visual-
izations has long been the most challenging problem in the
visualization of spatiotemporal data beyond ST series [4], [5].
Linked views require users to pay context-switching costs
to browse the spatial and temporal visualizations separately.
In contrast, an integrated view tightly organizes the spatial
and temporal visualizations to reduce such costs. The space-
time cube (STC) [6] is a kind of integrated view in a three-
dimensional space, in which the space naturally occupies two
dimensions (i.e., x-y plane), and the time constitutes the third
dimension (i.e., z-axis). The position of the visual graphics
can be directly related to both space and time dimensions. It is
easy for users to accept and learn, and thus, users can perceive
time and space simultaneously [7]. Moreover, in the STC,
the evolution of spatiotemporal phenomena can be effectively
conveyed through temporal narratives, as geographic-related
information is visualized along a continuous timeline [8].

The STC works well for various datasets, such as spa-
tiotemporal events [9]–[11] and trajectories [12], [13]. Yet,
adopting the STC to visualize large-scale ST series is still in an
exploratory stage. Prior studies [14]–[16] adopted the STC to
visualize ST series (e.g., Figure 1), but only a few timestamps
(e.g., ≤ 30) are applicable. It remains unexplored how to
enable in-depth visual analysis of large-scale, highly dynamic,
and multi-correlated ST series data based on the STC. To this
end, this study aims to enhance the STC for visualizing large-
scale ST series. However, two major challenges are posed.

Effective presentation of spatiotemporal patterns. Due to
the characteristics of the STC, each reading value of the ST
series can directly correspond to time and space. However, the
effective presentation of massive values is non-trivial. With
Thakur and Hanson’s method [14], the graphic plot of each
ST series tends to occlude each other (Figure 1). Besides,
the dataset’s hidden spatiotemporal patterns (e.g., hotspots
and propagation processes) cannot be revealed clearly. New
data transformation and visualization strategies are strongly
required to summarize and present the large-scale ST series in
less visual occlusion.

Flexible exploration of spatial and temporal domains.
The rendered STC comprising large-scale ST series will be too
large for users to navigate the time dimension to identify peri-
ods of interest. Also, in the huge cube, the visual graphics can
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be far away from the map, and it may be difficult for users to
associate the graphics with the geographical context. The depth
channel also exacerbates the issue of spatial correspondence.
It is cumbersome to pinpoint the desired selection in three-
dimensional space because the projection line of the object
to the screen may intersect with multiple targets. Therefore,
flexible interactions should be designed and implemented to
accommodate the STC environment with large-scale ST series.

This study focuses on ST series of phenomena that are
continuous across both space and time, a characteristic typ-
ically found in natural phenomena, in contrast to other phe-
nomena such as tourist visits to different attractions and
demographic trends across countries. We propose a visual-
ization technique named VolumeSTCube that addresses the
aforementioned challenges. For the first challenge, we propose
a transformation framework that transforms large-scale ST
series into a volume visualization. In particular, the framework
adopts interpolation to convert discretely distributed values
into continuously distributed volumetric data following the
STC schema. Afterward, the volumetric data is rendered with
the volume and surface rendering techniques in a less cluttered
manner. For the second challenge, we design a set of flexible
interactions to facilitate exploring the STC from temporal,
spatial, and spatiotemporal perspectives. The volume can be
sliced and highlighted for spatial and temporal exploration,
respectively. A voxel cluster-based interaction builds upon the
volume slicing and highlights to enable easy selection and
investigation of spatiotemporal patterns.

VolumeSTCube is evaluated as follows. First, we conducted
a case study on a real-world dataset with VolumeSTCube,
performed by one expert, to demonstrate its intuitiveness,
usefulness, and effectiveness fully. Second, we performed a
task-based controlled user study with twelve non-expert par-
ticipants to compare VolumeSTCube with the prior STC-based
ST series visualization [14]. VolumeSTCube achieves better
performance and receives positive user feedback regarding the
visualization and interaction.

In sum, our contributions can be summarized as follows:
• A visualization technique named VolumeSTCube that

incorporates a data transformation framework, volume
visualization techniques, and tailored spatiotemporal in-
teractions to visualize large-scale ST series in a space-
time cube effectively.

• Comprehensive evaluations for VolumeSTCube with a
computational experiment, a real-world case study, and
a task-based controlled user study.

II. RELATED WORK

This section presents the prior studies related to our study
from three aspects, namely, spatiotemporal analysis, spatial
time series visualization, and space-time cube.

A. Spatiotemporal Analysis

Spatiotemporal analyses are commonly seen in various
domains. Although many automated algorithms for spatiotem-
poral analysis have been proposed, the visual analysis that
keeps humans in the loop is an important approach [17]. Below

are some examples of ST series analysis, which is the focus
of our study. Deng et al. [18] developed a tailored dynamic
graph visualization to elucidate the dynamic causal relation-
ships within ST series, facilitating spatially and temporally
aware interpretation and validation. Li et al. [19] designed a
visualization framework that enables the interactive extraction
and exploration of event co-occurrences across ST series.

Different from such kinds of specific tasks of spatiotemporal
analysis, our study focuses on one of the basic tasks of
analysts, obtaining the temporal trends of the spatiotemporal
observations within the spatial context, which can be seen in
various domains [20]–[22]. For example, in Yu and He’s traffic
data analysis [20], they learned that “during the morning peak,
the major departure locations are dispersed across Yuexiu
district, Liwan district, and western Haizhu district . . . ” In
Muthoni et al.’s meteorology analysis [22], they concluded
that “the annual rainfall anomalies revealed that ESA (Eastern
and Southern Africa) region received above normal rainfall
in 1982, 1989, 1997 and 2006, with the latter being the most
severe.” However, the basic task becomes rather difficult given
large-scale ST series that expand a vast spatial range, involve
a long time period with thousands of timestamps, and exhibit
inter-correlated and highly time-varying natures.

Our research problem is how to design a visualization for
large-scale ST series that supports analyzing temporal trends
of spatiotemporal observations within the spatial context.

B. Spatial Time (ST) Series Visualization
ST series visualizations can be classified into linked views

and integrated views based on the composition of spatial and
temporal visualizations.

Linked views. As implied by its name, linked views utilize
multiple views to depict temporal and spatial information
separately and link them through interactive visualization. One
of the views for spatial information can be a geographical
map [23] or a structure diagram [24], and another view
for temporal information can be a bar chart [25], an area
chart [26], heat matrices [27], and spatial neighborhood-
preserving 1D timelines [28], [29]. Various strategies can be
used to establish the link between views. For example, Yang
et al.’s method [25] relied on user interactions: the temporal
visualization at a location will be displayed after the user clicks
the location on the map. In contrast, Li et al.’s method [30]
and Zhao et al.’s method [26] adopted explicit encodings: each
temporal visualization had a unique location ID that can be
exactly related to the geographic context.

These methods are limited in scalability. Users need to
make many spatial and time selections to browse a large-
scale ST series dataset that has wide spatial coverage and a
large time span. Pre-summarizing or mining patterns within
ST series before visualization, rather than directly depicting
ST series, can lead to greater scalability but may result in
information loss and disrupt the temporal narrative. Recently,
Deng et al. [31] extracted evolution patterns from the ST series
and organized them into narrative-preserving Storyline layout,
proposing a scalable visualization technique.

However, the main issue of linked views is that users need to
frequently switch between multiple views to obtain temporal
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and spatial information, paying context switching costs and
facing the cognitive burden [32], [33]

Integrated view. Integrated views are designed to tightly
present spatial and temporal information, allowing users to
analyze spatiotemporal data in one view without switching
contexts. For example, Sun et al. [4] embedded traffic time
series visualizations into road segments on the map after the
roads are topologically expanded. Li et al. [34] designed a
layout where timeline-based time series visualizations extend
radially from the corresponding locations on the map. The
glyph is also useful for integrating heterogeneous informa-
tion [35], [36]. For example, in Deng et al.’s glyph [37], the
temporal occurrence of a propagation pattern was wrapped on
a circular map where the pattern is displayed. While this ap-
proach minimizes context switching costs, it employs distinct
visual channels to encode temporal and spatial information
separately, thereby limiting its intuitiveness.

The space-time cube (STC) can be considered as an inte-
grated view. The STC-based visualization of ST series is less
explored compared to linked views. Existing studies [14]–[16]
primarily represent each ST series as a column within the
space-time cube, positioning each column according to its ge-
ographical location. While STC-based visualizations provide
an integrated presentation of spatial and temporal information,
they face scalability issues when dealing with large-scale ST
series, as will be discussed in the next subsection.

Our study attempts to improve the integrated spatiotemporal
visualization technique STC for large-scale ST series.

C. Space-Time Cube

The space-time cube (STC) was originally proposed by
T. Hägerstrand in the early 70s [38] to depict the life his-
tories of humans. The STC seamlessly integrates spatial and
temporal dimensions within a 3D cube space, comprising
a geographic map (i.e., a plane) and a vertical time axis.
Such a design enables users to view the entire spatiotemporal
dataset in a single view with both spatial context and temporal
information concurrently. This sets it apart from 2D visual-
ization techniques, which typically require users to navigate
slider controls for temporal exploration or toggle between a
geographic map and a separate time-oriented visualization.

STC applications. The STC has been successfully applied
in the visualization of spatiotemporal datasets in various
domains, such as earthquake events [9], crime clusters [10],
mobilities [39], and eye-tracking recordings [40]. However,
the STC has the same well-known limitation as other 3D
data representations: occlusion [41]. For example, if there are
more time series and more timestamps, there will be occlusion
between columns (Figure 1). The user may suffer from the
process of searching the patterns from many multiple columns
that are separately distributed in the cube.

Many studies proposed to mitigate the occlusion problem
through volume visualization and user interactions [41].

Volume visualization. In the earliest applications, the in-
tegration of volume data and space-time cubes (STC) was
prevalent in video visualizations, as the sequence of frames in
a video inherently constitutes volumetric data. Video visualiza-

tions aim to efficiently capture activities within videos [42]–
[45] and identify areas of interest for viewers [46]. These visu-
alizations focus on summarizing the video without facilitating
interactive exploration of the details, whereas ST series capture
many local but important patterns.

Such a combination was also adopted in the geographic
domain. Demšar and Virrantaus [47] transformed trajectories
in STC into volumetric density representations using 3D kernel
density estimation (KDE). Similarly, Nakaya and Yano [10]
represented crime clusters as volumetric densities in STC
via 3D KDE. The visualizations generated through volume
rendering can mitigate occlusion issues by revealing the over-
all distribution characteristics of data in a 3D space. These
studies, however, have been conducted on small datasets,
leaving the interactive exploratory approach for large-scale ST
series unexplored.

Interactions in STC. Elaborate user interactions, such as
probing [48], rotation [49], and cutting [50] can be applied
to ease visual occlusion and enhance usability via flexible 3D
exploration. Bach et al. [51] reviewed the existing STC inter-
actions and presented a descriptive framework for interacting
with a generalized space-time cube. However, a few interac-
tions were designed to explore STC with large-scale spatiotem-
poral data. Filho et al. [39] introduced a set of interactions for
selecting and filtering large-scale taxi trips in the STC from
spatial and temporal perspectives. Our study aims to propose
STC interactions for ST series of spatiotemporal phenomena.
Specifically, we follow Bach et al.’s framework [51] and design
STC interactions from temporal, spatial, and spatiotemporal
perspectives to assist users in exploring large-scale ST series.

This study reassesses the suitability of the STC for large-
scale ST series. Ultimately, we propose effective data trans-
formation and visualization techniques to enhance the presen-
tation of large-scale ST series within the STC.

III. BACKGROUND

This section describes the data formats used in this study,
and introduces the research problem with a potential solution.

A. Data Description

In this study, an ST series dataset comprises S ST series,
i.e., V1, V2, . . . , VS . Each ST series Vi is a series of values
in chronological order, which is collected from a monitoring
sensor (e.g., an air quality monitoring station) with a fixed
geographic position. Formally, Vi = {vi,1, vi,2, . . . , vi,T },
where T is the maximum timestamp and denotes the number
of values in the ST series, and vi,t ∈ Vi denotes the reading
value of the sensor at the timestamp t. For example, Figure 2A
comprises five ST series; V1 is located at the top right corner of
the geo-space and its values at the second and third timestamp
are 50 and 100, respectively.

A space-time volume V is a 3D scalar field or volumetric
data. It comprises m×n×T samples (s, t, v), where s = (x, y)
is a 2D spatial index, t is a 1D temporal index, and v is a real
value. 1 ≤ x ≤ m, 1 ≤ y ≤ n, and 1 ≤ t ≤ T . Each sample
(s, t, v) represents the value v at a 3D location (x, y, t), i.e., v
is observed at the timestamp t in the geographic position s =
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Fig. 1. Our implementation of Thakur and Hanson’s method [14], later used
as a baseline in the comparative user study.

(x, y). In practical situations, each 3D location is represented
by a small hexahedral cube called a voxel. In particular, we use
V(x0,y0, ) to denote the ST series at the geographic position
(x0, y0) extracted from the space-time volume V . Taking the
space-time volume in Figure 2B as an example, there is a
3 × 3 grid (i.e., m = n = 3) in the geographic space and 3
timestamps (i.e., T = 3), resulting 3×3×3 samples or voxels
in total. The voxels colored pink denote V(1,3, ).

B. Research Problem and Solution

With the development of sensor technology and the decrease
in storage costs, more and more fine-grained large-scale ST
series are collected. To analyze large-scale data adequately,
analysts need effective and interactive visualization techniques.
However, as concluded in section II, although many ST series
visualizations are designed to present temporal trends with
the spatial context, they require users to make costly switches
between geographic and temporal information, which is partic-
ularly unfriendly in the face of large-scale datasets. The space-
time cube is the most promising technique for alleviating
the context switching cost. Yet, existing attempts focused on
small-scale datasets and may experience occlusion problems
(Figure 1). Our research problem is refined to address how to
adapt the space-time cube to large-scale ST series.

We realize that many spatiotemporal phenomena are es-
sentially continuous in both the space and time domains,
such as meteorological phenomena like rainfall, humidity, and
temperature, and air pollution. Due to the limited number of
sensors and their limited monitoring capabilities, the recorded
ST series of these phenomena exhibit discreteness in the time
and space domains. Targeting such a kind of ST series, we
propose VolumeSTCube towards better visualization of large-
scale ST series. It first transforms the discrete ST series
data into continuous space-time volumetric data following the
strategy of the space-time cube. Afterward, the volume-based
visualization is designed and then equipped with a set of
flexible interactions. The combination of the space-time cube
and 3D volume visualization effectively presents large-scale
ST series with less context switching cost and visual occlusion.

IV. VOLUMESTCUBE

This section introduces VolumeSTCube, which visualizes
large-scale ST series in a space-time cube, targeting expert

analysts working with spatiotemporal data, such as climate
change researchers and air pollution control specialists.

A. Pipeline

The pipeline of VolumeSTCube is illustrated in Figure 2.
First, we generate a space-time cube space where the x-y

plane represents the geographic space, and the z-axis repre-
sents the timeline. Every ST series is represented as a column
(i.e., the vertical line in Figure 2A) in the cube according to the
geographic position. The time-varying values of the ST series
can be mapped to the column’s vertical position. Second, as
shown in Figure 2B, the cube space is evenly divided into
voxels, i.e., small regular cubes. We apply interpolation and
temporal smoothing to estimate the value v for every voxel
with a 3D position (x, y, z). As a result, all voxels together
constitute a space-time volume where the values of adjacent
voxels tend to be continuous. Finally, the space-time volume
is visualized with volume and surface rendering techniques
(Figure 2C). We also adapt the traditional 2D interactions
into the 3D space-time cube environment, enabling users to
effectively explore the volume with large-scale ST series.

VolumeSTCube is carefully designed based on the elemen-
tary space-time cube operations, outlined by Bach et al. [51],
including extraction, flattening, geometry transformation, and
content transformation. Specifically, the interpolation aligns
with the filling of the content transformation operation. Our
visualization integrates filtering and shading as part of the
content transformation operation and employs surface cutting
as part of the extraction operation. The user interactions are
inspired by the volume-chopping of the extraction operation.

B. Transformation

We first leverage interpolation techniques to transform the
ST series into a space-time volume. Further, smoothness is
applied to the volume to enhance visual representation in the
space-time cube.

1) Interpolation: First, we divide the geographic space
into an n × m grid, resulting in n × m cells denoted as
C = {c1,1, c1,2, . . . , cn,m}. Each cell is of uniform size
and sufficiently small. For example, the geographic space in
Figure 2A is divided into a 3×3 grid with 9 cells. Second, we
divide the ST series with T timestamps by their timestamps
into T slices. For the t-th slice of the t timestamp, t ≤ T ,
there are observed data samples Zt = {z1,t, z2,t, . . . zS,t},
with zi,t = vi,t representing the value of the i-th series at
timestamp t. Afterwards, interpolation techniques, like Kriging
and Inverse Distance Weighted, can be employed to predict
ẑcx,y for each grid cx,y ∈ C based on observed data samples
Zt, generating a sample (s = (x, y), t, v = ẑcx,y ) in the space-
time volume. For each slice of each timestamp, we obtain a
2D scalar field with n×m cells. After performing the above
operations for every slice, we stack the 2D scalar fields to
form a completed space-time volume.

2) Smoothing: Each generated 2D scalar field is smooth
over the geographic space because of the spatial autocorre-
lation principle. However, due to many reasons, e.g., poor
sensor quality, unstable data transmission, and the inherent
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Fig. 2. Pipeline of VolumeSTCube. (A) The spatial time (ST) series are placed in a 3D space following the space-time cube. (B) After interpolation and
smoothing, the ST series are transformed as a space-time volume. (C) The volume is visualized with volume rendering and surface rendering, and is equipped
with temporal slicing, spatial filter, and voxel cluster-based interactions, forming VolumeSTCube.

uncertainty of interpolation, the space-time volume will in-
evitably have noises that manifest as sudden discontinuities in
two 2D scalar fields at any adjacent timestamps. The visual
clutters caused by sudden discontinuities prevent users from
performing analyses.

We employ a sliding average approach to reduce the tem-
poral noise, inspired by the previous work [52]. First, we
partition the space-time volume V with a size of n×m× T
into n×m time series by the grid cell. Each time series Vx,y, ,
1 ≤ x ≤ m, 1 ≤ y ≤ n, is an ST series at the cell cx,y with
T timestamps. Subsequently, a sliding average smoothing is
applied to every time series Vij , respectively, given a window
size. The necessity of smoothing is illustrated in Appendix A.

C. Visualization

We employ volume rendering and surface rendering to vi-
sualize the space-time volume transformed from the ST series,
aiming to reveal temporal trends, variation, and dynamics
within the geographic context. The contextual information
regarding the spatial context and timeline is also provided in
the cube space.

Volume Visualization. We adopt raymarching [53] for
volume visualization. Firstly, a ray is cast from each pixel
on the screen into the volume, incrementally advancing and
sampling points along the ray. Each sampled point carries
color and opacity information based on the values of the
voxels nearby, and the final color and opacity are computed
using the Phong lighting model [54]. The contributions of
sampled points along each ray are accumulated in a front-to-
back manner to compose the final color and opacity of each
screen pixel. The compositing formulation is as follows:

αa = (1− αa)αs + αa, Ca = (1− αa)Cs + Ca.

Ca and αa denote the accumulated color and opacity, respec-
tively, while Cs and αs denote the sample point’s color and
opacity, respectively. Please refer to Ray et al.’s paper [55]
for more details. As a result, the larger the value, the redder
and more opaque the color is, and conversely, the greener and
more transparent the color.

Additionally, we introduce a voxel threshold λv . Voxels
whose values < λv will be skipped during compositing. Users
can interactively adjust λv via a slider.

A

B

C

1

2

Periodicity

Fig. 3. Visual designs of VolumeSTCube. (A) Space-time volume visu-
alization with volume rendering and contextual information. (B and C) A
propagation process of air pollution is visualized with volume rendering and
surface rendering, respectively.

In this way, inherent spatiotemporal patterns in the ST se-
ries, such as temporal trends, spatiotemporal propagation [56],
and spatiotemporal evolution [57], can be easily analyzed
based on the cluster of voxels with large values. Assuming we
are visualizing the ST series of air pollution concentration, be-
low are some examples: If a voxel cluster extends significantly
in the vertical direction and over the x-y plane, it indicates that
the duration of poor air quality persists across a vast spatial
area (Figure 3A 1⃝). If in a vertical cylindrical area in 3D cube
space are voxel clusters with equal spacing, the air pollution
exhibits periodicity at that location (Figure 3A 2⃝). If the voxel
cluster exhibits shifts in 3D cube space, it indicates a process
of air pollution propagation (Figure 3B and C).

Surface Visualization. The transparency of volume render-
ing will make it difficult to perceive spatiotemporal details. To
this end, we allow rendering isosurfaces given an iso-threshold
λi within the volume visualization above. By default, λi = λv .
To do that, we only need to make the transparency of voxels
with a value equal to λi equal to 1. That is, each voxel on the
rendered surface has a value equal to λi. Users can trigger the
surface visualization and interactively adjust λi via a slider.
The surface in Figure 3C provides finer-grained details of the
spatiotemporal pattern compared to Figure 3B.

Contextual Information. We provide contextual infor-
mation in VolumeSTCube, as shown in Figure 3A. First,
VolumeSTCube includes a geographic map perpendicular to
the z-axis to enable the perception of the spatial context. In
addition, VolumeSTCube employs a box-shape z-axis. Each
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Fig. 4. Interactions in VolumeSTCube. (A) Volume Slicing. (B) Volume
Spotlight. (C) Voxel cluster-based Selection.

box indicates a time span, providing the time reference for
the visual features in the vast space of the x-y plane. The
space-time cube space is evenly divided into multiple boxes
along the z-axis. The timestamp represented by the bottom of
each box is displayed, with the text facing the user regardless
of perspective rotation.

D. Interactions

In addition to the basic geometry transformation like rota-
tion and translation, more flexible and user-friendly interac-
tions are necessary for exploring a large-scale dataset.

1) Considerations: We reviewed linked views and inte-
grated views in the 2D display and derived three kinds
of interactions for spatiotemporal visualization. Notably, the
efficient ones focus on direct manipulation of spatial or tem-
poral visualizations, instead of depending on context-free UI
elements such as input fields and sliders. Thus, we considered
the tight integration of visualization and interactions in the
interaction design.

First, users usually drill down into a time range of interest
for analyzing a dataset with long-term observations. They can
specify the time range based on the focus+context mecha-
nism [58]–[60] or directly based on prior knowledge [61].
Brushing on the visualization along the timeline aligns with
user interaction practices in conventional 2D views. A useful
method is to integrate another 2D view in the 3D space for
brushing [39]. In contrast, we map the brushing interaction to
the volume slicing along the timeline (Figure 4A), allowing
users to directly perform selection in the 3D space with less
context switching. Similarly, given a vast space where data is
hard to analyze, users usually perform spatial range selection
first [3], [62]. Again, the selections with lassos and polygons
on the map are difficult to issue in the 3D space. Hence,
we design an interaction called volume spotlight for users
to select a spatial range in the cube space (Figure 4B).

Besides, the time and spatial ranges can be selected simul-
taneously in recent visualization studies [31]. VolumeSTCube
also enables the spatiotemporal selection (Figure 4C). With
the aim of the patterns visualized in the space-time cube, users
can directly and easily locate and select the time and spatial
ranges.

2) Volume Slicing for Time Range Selection: Vol-
umeSTCube enables users to select a time range by slicing
the volume along the timeline, i.e., the z-axis. To define
this time range, the user first drags the geographic map,
represented as an x-y plane, to a specific height along the z-
axis corresponding to the starting point of the time range. This

action hides any voxels below the selected position. Next, the
user activates a second x-y plane and moves it to the endpoint
of the time range, filtering out any voxels above this position.
This dual-plane approach slices the volume along the desired
time interval, as illustrated in Figure 6E1, F1, and G1. While
dragging each plane, the associated timestamp is displayed. It
also becomes easier for the user to relate the visualization to
the spatial context as the map is closer to the visualization.

VolumeSTCube also supports users to drag two planes at
once within a fixed time range via a time range slider. In
this way, it is easy for users to browse changes in spatial
distribution over time.

3) Volume Spotlight for Spatial Range Selection: Vol-
umeSTCube allows users to “select” a circular spatial range
by placing a spotlight above the range on the cube space.
The specified circular range is defined by a center point and
a radius. Based on these parameters, we can identify which
voxels fall outside this area. By adjusting the opacity of these
outer voxels to zero, the focus remains exclusively on the
voxels within the designated range, creating a spotlight effect,
as demonstrated in Figure 6C.

VolumeSTCube provides a user-friendly interaction that
allows users to specify the circular range. First, the user can
directly specify the center of the range on the geographic map.
The map is an x-y plane perpendicular to the z-axis. Given
the mouse pointer’s position on the screen, we can compute
the intersection of the map plane and the ray emitted from
the mouse position on the screen. The center of the range is
exactly the position of the intersection. Second, the radius can
be specified by scrolling the mouse wheel. The range will be
displayed as a black ellipse on the map for a visual hint.

4) Voxel cluster-Based Spatiotemporal Selection: The vol-
ume and surface are rendered as a whole. Even if there are
spatiotemporal patterns, it is difficult for users to select them
directly. We design a voxel cluster-based mechanism to enable
the spatiotemporal selection.

Voxel Cluster Detection. Analysts usually focus on suf-
ficiently high values, such as abnormal hotspots or obvious
propagation processes. Thus, a voxel cluster in our study is
defined as a spatiotemporal partition where the values of the
voxels are larger than a threshold λa. To detect the partitions,
we first filter out the voxels whose values ≤ λa. Afterward,
we apply DBSCAN to cluster the remaining voxels based
on their 3D positions. DBSCAN is a density-based clustering
algorithm suitable for partition detection because the voxels in
each partition are close to each other. Finally, each partition
is considered a voxel cluster.

Voxel Cluster-Based Interactions. For each remaining
voxel, we additionally add a transparent but clickable hexahe-
dron in the cube space according to the voxel’s 3D position.
After the user clicks the hexahedron, the cluster the hexahe-
dron belongs to is retrieved. Consequently, the volume slicing
and spotlight can be automatically executed to select the time
and spatial ranges, respectively. The time range is determined
by the range of vertical positions over all voxels in the cluster.
The spatial range is a circle on the x-y plane that covers the
projection of the cluster on the plane.
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Fig. 5. (Left) Distribution of air quality stations. (Right) AQI and correspond-
ing air quality descriptions.

Users tend to click on the center of the cluster. Therefore,
the threshold λa can be set slightly larger than expected in
practice so that the detected clusters will have a smaller size,
which prevents users from accidentally selecting by mistake.

E. Implementation

We implemented the data transformation and voxel cluster
detection using Python 3.9. For interpolation, we employed
Kriging, a widely used geostatistical method [63], [64], lever-
aging the Pykrige package. The DBSCAN algorithm was from
the Scikit-learn library.

VolumeSTCube is a desktop application. We choose Unity
as our development platform over Three.js based on WebGL.
This decision considers that running in a browser may not
meet the memory resource needs for volume rendering due to
different browsers’ memory management restrictions. The de-
velopment environment is a desktop running Windows 10 with
an Intel Core i7-13700K 3.40GHz CPU, NVIDIA GeForce
RTX 3070 8GB GPU, and 32 GB of RAM.

V. EVALUATION

VolumeSTCube is evaluated as follows. First, we invite
a professional analyst (PA) with five years of experience
in analyzing nationwide air quality data to perform a real-
world case study using VolumeSTCube. Second, we conduct
a controlled user study that compares VolumeSTCube with
Thakur and Hanson’s method [14] to further understand its
advantages and disadvantages.

We have a real-world AQI (air quality index) ST series
dataset, collected from 448 air quality monitoring stations in
China (Figure 5(left)). In the whole evaluation section, the
geographic space is divided into a 350 × 350 grid. The time
span is from January 1 to December 20, 2018, and the temporal
granularity is one hour. In sum, the dataset comprises 448
(stations) × 8,472 (timestamps) values, ranging from 0 to 500.
Each value in the dataset is the AQI at the timestamp of a
monitoring station. The higher the value, the worse the air
quality. In the data transformation procedure, the parameters
of the Gaussian model are automatically determined by the
PyKrige library. We evaluated the accuracy of the adopted
Kriging interpolation on the dataset and found it to be ac-
ceptable, ensuring the reliability of subsequent analyses. For
detailed results, please refer to Appendix D. The parameters

of DBSCAN, ϵ and MinPts, are configured as 10 and
100, respectively, after multiple trials. The window size for
smoothing is set as 24 hours.

The dataset is divided equally into two parts according to
time, and each part is data for half a year. The first dataset
will be used in the case study, and both datasets will be used
in the controlled user study. Each of the datasets comprises
1.8 million values.

A. Case Study: Air Quality in China
We first introduced the visual encodings and interactions of

VolumeSTCube. Afterward, PA analyzed China’s air quality
in the first half of 2018 via VolumeSTCube in person. PA
started with an overview and performed temporal, spatial, and
spatiotemporal analyses.

1) Overview: After loading the dataset, PA obtained Fig-
ure 6A, where the threshold λ was 0. The spatial and temporal
variation of air quality could be roughly seen. Some regions
were particularly polluted during certain months, for example,
the spatiotemporal partitions denoted in Figure 6A1. To make
the representation clearer, PA increased the threshold λ to 150.
AQI > 150 means the air is moderately polluted, according to
China’s Ministry of Environmental Protection. In this way, PA
could also pay more attention to the occurrences of moderate
and severe air pollution.

The result of increasing λ was shown as Figure 6B, which
revealed some interesting macro patterns. For instance, during
the period of Figure 6F, almost all of China experienced
significant pollution. In contrast, air pollution was lower during
the period of Figure 6E. Besides, the frequent severe pollution
in the west of China (shown in Figure 6A1) became obvious
with extensive yellow and red voxels.

2) Temporal Analysis: PA analyzed the temporal variation
of AQI in western China, where PA observed frequent severe
pollution, and Beijing-Tianjin-Hebei (BTH) region, the capital
economic circle of China.

Western China. To analyze the air pollution situation in
western China further, PA applied the volume highlight tool to
select the spatial range of interest. Recall that VolumeSTCube
allows us to easily locate the spotlight on the target region by
directly pointing to the region on the map. The region was
exactly the Xinjiang. PA clearly observed that starting around
March, multiple significant air pollution events occurred (Fig-
ure 6C). During these events, the air quality in Xinjiang
deteriorated notably, possibly due to the poor atmospheric
dispersion conditions and the influence of dust storms [65].

BTH. The BTH region was selected using the volume
highlight tool (Figure 6D). Overall, there were only a few
episodes of moderate or above pollution in the BTH region,
and they did not last very long. Moreover, starting from
April, the overall air pollution in the BTH region consistently
remained below the moderate level, i.e., AQI ≤ 150.

3) Spatial Analysis: PA explored the air quality in China at
some specific timestamps or time ranges. First, PA was inter-
ested in the air pollution situation during the Spring Festival
(Figure 6E). Besides, from late March to April (Figure 6F),
and in late May (Figure 6G), two dust storms that were well-
known to the whole country occurred in northern China.

This article has been accepted for publication in IEEE Transactions on Visualization and Computer Graphics. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TVCG.2025.3537115

© 2025 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: SOUTH CHINA UNIVERSITY OF TECHNOLOGY. Downloaded on February 23,2025 at 06:08:30 UTC from IEEE Xplore.  Restrictions apply. 



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021 8

B C D

E

F

G

02/09-03/02 02/15-02/17

05/18-06/01 05/24-05/27

03/23-04/18 03/26-03/29

A

A1

G1

F1

E1

1

2

F2

E2

G2

Fig. 6. Case study of air quality in China. (A) VolumeSTCube provides the overview of air quality with λ = 0. (B) The visual pattern becomes clearer with
a larger λ = 150. (C) The temporal variation of air quality in Xinjiang and (D) in the BTH region were revealed via volume highlight. (E, E1, and E2) The
air pollution during the Spring Festival was generally below the moderate level. (F, F1, and F2) The air pollution caused by the dust storm from late March
to April impacted a wide spatial range. (G) The air pollution caused by the dust storm in late May impacted a smaller spatial range.

Spring Festival. The Spring Festival is during the time
range of Figure 6E, where PA identified a period characterized
by low air pollution levels nationwide, lasting more than half
a month. With volume slicing, PA selected the time range
(Figure 6E1). Only a few voxels were observed. This indicates
that during this period, there was little moderate pollution
across the country. PA further narrowed the time range to
New Year’s Eve and the first two days of the new year.
Looking from top to bottom, PA saw that voxels only existed in
north-central China and tended to be transparent (Figure 6E2).
In other words, only north-central China had moderate air
pollution during these three days.

The aforementioned observations were consistent with find-
ings reported by the Ministry of Ecology and Environment of
China: the air quality was generally good during the Spring
Festival. On New Year’s Eve, as families gathered at home,
the roads were devoid of traffic, resulting in reduced pollution
emissions. During this time, air pollution may be primarily
attributed to fireworks.

From Late March to April. During this period (Figure 6F),
multiple dust storms occurred and were reported by various
media in China. PA selected this time range by slicing the vol-
ume again (Figure 6F1). Severe pollution occurred in Xinjiang
as voxels were very red. Moreover, moderate pollution was
present in large areas besides Xinjiang. PA wanted to analyze
how large an area was affected by this dust storm. To do that,
PA adjusted the map and the upper plane and specified a three-

day (from March 26 to March 29) time range during which
air pollution occurred in vast areas. Figure 6F2 1⃝ was the top
view for this time range. Due to the dust storm, a large region
of northern China suffered from moderate to above-average
pollution. The region included Beijing, the capital of China,
and three province capitals, Hoerhot, Harbin, and Taiyuan.

Furthermore, PA reduced λv to 100 to obtain the areas that
were lightly polluted due to the dust storm (Figure 6F2 2⃝). The
impact of this storm covered the three northeastern provinces,
the Loess Plateau, and half of the North China Plain.

Late May. Figure 6G1 showed the air pollution caused by
this dust storm. PA also specified a one-day time range and
analyzed the spatial impact of this storm. Figure 6G2 was the
top view of the visualization during this time range. Mainly,
the regions around the Taklimakan Desert and the Badain Jaran
Desert were moderately polluted due to the dust storm. The
spatial range of moderate pollution caused by this dust storm
is smaller than that caused by the abovementioned dust storm.

4) Spatiotemporal Analysis: VolumeSTCube can also sup-
port spatiotemporal analysis well because it enables perceiving
time and space simultaneously. The evidence was that PA
could quickly identify many hotspots in Figure 6B and C.
Beyond hotspots, PA could also easily identify the propaga-
tion process of air pollution, which expands the impact of air
pollution over geographic space and time.

Propagation from Loess Plateau to North China Plain.
In the bottom portion of Figure 6A, a voxel cluster was
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Fig. 7. Case study of air quality in China. (A) Air quality data is visualized
with the surface rendering in VolumeSTCube, where (A1 and A2) two
propagation processes of air pollution can be identified. (B) After clicking
(A1), the user can obtain this view. (C) The air pollution propagated from
the Loess Plateau to the North China Plain. (D) After clicking (A2), the user
can obtain this view. (E) The air pollution propagated from the North China
Plain to the Yangtze River Delta.

evident, exhibiting a tilted configuration within 3D space-time
cube space. Such a tilted shape signified the spatiotemporal
propagation process of air pollution. With rendered isosurfaces
(λi=150 and λv=125) (Figure 7A), PA could clearly discern
the propagation process. To analyze the process in detail,
PA clicked the surface (Figure 7A1), i.e., the voxel cluster
detected with λa = 150. As a result, spatial selection, temporal
selection, and zooming-in functionalities were automatically
issued, thereby eliminating the clutter from non-selected visual
elements. From Figure 7B, PA obtained the following three
pieces of information. First, the pollution generally propagated
toward the southeast, as indicated by the red arrow. Second, the
propagation process appeared to be a round-trip, as indicated
by the orange arrow. Third, the pollution once spread to the
southwest, as indicated by the white arrow. Identifying these
visual patterns was attributed to the surface rendered with
lighting information.

PA narrowed down the time range to one day and moved
the range along the timeline to investigate the fine-grained
propagation process. Some snapshots were presented in Fig-
ure 7C 1⃝- 6⃝. Particularly, the moderate pollution started from

the Loess Plateau (Figure 7C 1⃝). Then, the North China Plain
(Figure 7C 3⃝), Hunan, and Shanghai (Figure 7C 4⃝) were
successively affected by pollution. Air pollution in Hunan and
Shanghai disappeared early (Figure 7C 5⃝ and 6⃝).

Propagation from North China Plain to Yangtze River
Delta. From Figure 7A, PA also noticed another propagation
process, enclosed in Figure 7A2. After clicking it, PA obtained
Figure 7D. Pollutants spread to the southeast again, towards
the red arrow. In addition, the rendered object had a flat
base, which meant the propagation process was rapid. The
air pollution first occurred at the junction of Henan, Shan-
dong and Anhui provinces (Figure 7E 1⃝), quickly affected
(Figure 7E 2⃝), and covered the whole Yangtze River Delta
(Figure 7E 3⃝), and eventually dissipated in the Yangtze River
Delta (Figure 7E 4⃝).

The aforementioned propagation processes occurred around
January 20 and February 3, 2018, respectively. Concurrently,
China experienced two significant cold waves that resulted in
strong cold air moving southward, leading to a substantial drop
in temperatures. PA explained these meteorological conditions
likely contributed to the observed patterns of air pollution.

5) Case Study Summary: This case study demonstrates
VolumeSTCube’s effectiveness in supporting large-scale spa-
tiotemporal analysis oriented to space, time, and even spa-
tiotemporal patterns. Particularly, the visualization based on
the space-time cube enables users to directly map temporal
trends to geographic space, facilitating space-oriented analysis.
Moreover, VolumeSTCube does not require the trial-and-error
parameter adjustment process, allowing for the direct revela-
tion of spatiotemporal patterns through spatial and temporal
integrated presentations.

B. User Study

We conducted a controlled, within-subject user study. The
study primarily aimed to verify 1) the effectiveness of contin-
uous volume-based visualization compared to column-based
visualization and 2) the ease of understanding of volume-based
visualization combined with the space-time cube. Besides,
we hoped to identify the strengths and weaknesses of Vol-
umeSTCube. While numerous methods, such as 2D map-based
animations or coordinated 2D maps and line charts, are avail-
able for comparison, these approaches differ fundamentally in
design and interaction principles from STC-based methods.
We selected Thakur and Hanson’s STC-based method [14] as
the baseline, shown in Figure 1. This method, the most recent
STC-based visualization for ST series, lacks volumetric repre-
sentation but serves as a representative of similar methods [15],
[16]. Its design allows a focused evaluation of the benefits
introduced by volume-based visualization.

1) Study Setup: Subjects. Due to the challenge of recruiting
a sufficient number of domain experts, we opted to involve
undergraduate students. If undergraduate students, who are less
familiar with advanced visualization techniques and domain-
specific problems, were able to complete the tasks successfully
after the introduction or tutorials, it stands to reason that
domain experts, with their greater expertise and experience,
would be even better equipped to utilize the system effectively.
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TABLE I
TASKS DESIGNED FOR THE USER STUDY, INVOLVING LOOKUP, COMPARISON, AND RELATION-SEEKING AT ELEMENTARY AND SYNOPTIC LEVELS,

COVERING SPACE-ORIENTED (LIGHT BLUE BACKGROUND), TIME-ORIENTED (LIGHT RED BACKGROUND), AND SPATIOTEMPORAL PATTERN-ORIENTED
(LIGHT GREEN BACKGROUND) ANALYSES.

Elementary Tasks Synoptic Tasks

Lookup Q1: At a given timestamp, where does (not) severe pollution occur? Q2: At a certain timestamp, how much area suffers from
severe air pollution?

Q3: In a given region, when dose pollution occur? Q4: In a given city, what are the pollution development
and dispersion trends?

Q5: How is the air pollution in a given city at a certain time? Q6: Where and when are hotspots?

Comparison Q7: At a given timestamp, region A or region B, which one
has more severe air pollution?

Q8: At a given timestamp, which region is
the most seriously polluted?

Q9: In a given region, during period A or period B, which period
has more severe air pollution?

Q10: In a given city, during which period did pollution
accumulate the fastest?

Q11: When and where did the most severe pollution occur? Q12: which hotspot is the largest?

Relation-seeking Q13: At a given timestamp, which two cities suffer from
severe pollution simultaneously?

Q14: At a given timestamp, which regions suffer from
severe air pollution simultaneously?

Q15: In a given city, did any severe pollution happen within
one month before a given pollution?

Q16: In a specific city, is there a periodical pattern to
the occurrence of air pollution?

Q17: Are there two close cities experiencing severe pollution
one after another?

Q18: How is the propagation process?
(Describe the propagation over space and time)

Finally, we invited twelve undergraduate students (six males
and six females) as subjects. Their majors include software
engineering (4 subjects), business administration (2), product
design (2), logistics management (1), industrial design (1),
tourism management (1), and journalism (1). They possess
a common-sense understanding of air pollution but relatively
limited visualization and spatiotemporal analysis expertise.
These subjects are suitable for the purposes of our study.

Tasks. Andrienko and Andrienko [17] classified general and
basic spatiotemporal analytical tasks into lookup, comparison,
and relation-seeking at elementary and synoptic levels. We
follow this well-established taxonomy to design concrete tasks,
as Thakur and Hanson [14] did. We designed 18 tasks, as
shown in Table I with the question form. These tasks cover
the three kinds of tasks (i.e., lookup, comparison, and relation-
seeking) at two levels (i.e., elementary and synoptic) proposed
in Andrienko and Andrienko’s taxonomy [17]. Elementary
tasks deal with the elements of data, while synoptic tasks
are performed on the spatiotemporal pattern rather than the
elements. Considering our scenario and dataset, we define
patterns as spatiotemporal hotspots and propagation processes.
Moreover, we further refine the tasks from the spatial, tempo-
ral, and spatiotemporal perspectives, as indicated by the blue,
pink, and green backgrounds, respectively. Since the subjects
were not experts in air quality, the tasks only required them to
describe the spatial, temporal, or spatiotemporal phenomena
objectively and did not involve explaining the phenomena,
such as how pollutants were generated.

Baseline. In the baseline (Figure 1), each column represents
an ST series and is positioned on the map according to its
geographic location. Disks distributed along the z-axis within
each column visualize the values at different timestamps. The
size and color of the disks encode the magnitude of the values.
Larger disks and redder colors indicate higher values and
smaller disks and greener colors indicate lower values.

In Thakur and Hanson’s implementation using U.S. food
stamp and unemployment rate data [14], occlusion is minimal
due to the lower frequency of timestamps resulting from
aggregation, with only one spatiotemporal (ST) series per

state. Our dataset demands a careful balance in aggregation;
broad time ranges may lead to the loss of critical details.
Therefore, we set the aggregation interval to 24 hours, where
each disk represents the average air quality for a single day.
In addition, we preserved the original spatial distribution of
the ST series to reflect the complexities of large-scale data
scenarios accurately.

We implement the column selection interaction described
in Thakur and Hanson’s paper [14], which corresponds to our
volume spotlight for spatial selection. Additionally, we equip
the baseline visualization with the time range selection inter-
action similar to VolumeSTCube, enabling a fair comparison
between the two methods.

Procedure. Firstly, we introduce the key concepts, including
ST series, air quality datasets, common temporal trends, spatial
distributions, and prevalent spatiotemporal patterns within air
quality data. Subsequently, we provide the subjects with a
comprehensive introduction to the system’s visual encoding
and interactions, followed by a hands-on exploration of a
sample dataset using the system. Next, we proceed with the
formal experiment section. Each subject analyzed the dataset
and answered questions for the first and second halves of the
year (denoted as Dataset A and Dataset B, respectively) using
two different systems. Upon completion of the experiment,
we gather the subject feedback through a brief interview. The
procedure for each subject lasted about 1 hour, with a 5-minute
break after using the first system.

Specifically, in the experiment section, the twelve subjects
were randomly assigned into four groups based on the order
of system usage and the corresponding dataset (e.g., Vol-
umeSTCube with Dataset B, baseline with Dataset A). 18
questions per dataset were instantiated based on the dataset
according to the 18 tasks in Table I. These questions were then
reorganized according to the exploration process, grouping
together those that could be answered sequentially to min-
imize the workload on the subjects. The system would be
reset between different question groups, irrespective of which
system the subject was utilizing. Please refer to Appendix C
for the questions, their order and grouping, correct answers,
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Fig. 8. Results of user study. The results for VolumeSTCube and the baseline are represented by soft blue and soft orange, respectively. The bottom section
categorizes the 18 questions into three groups based on their spatial, temporal, and spatiotemporal perspectives. The middle section displays the response times
for each question with jittered dot plots, where horizontal markers denote medians. The top section shows the correctness of the answers. Black rectangles
highlight instances where either the difference of the correctness is more than 25% or the response time is significantly different. No instances were found
where the baseline obviously outperforms VolumeSTCube.

and correctness criteria. Note that regardless of which system
you use, the order in which the questions appear is the
same. When the subjects were conducting the experiment,
the questions were displayed on a tablet. Once the subject
confirmed understanding the question, the subject used the
system on the desktop for analysis. The response time was
recorded from the moment of the confirmation to the moment
the answer was provided. During the experiment, a think-aloud
protocol is employed, encouraging subjects to verbalize their
thoughts.

2) Results: If the subject chose to give up, it was also
counted as an incorrect answer. In addition, response records
corresponding to incorrect answers, as well as the user’s re-
sponse records for the same question when using the alternate
system, will be excluded from the response time calculations.
Figure 8 summarizes the correctness of the subjects’ answers
and the subjects’ response times for every question.

Overall, Figure 8 suggests that VolumeSTCube outperforms
the baseline, with advantages in eight questions, as highlighted
by the black rectangles. Regarding the answer correctness,
using VolumeSTCube is at least 25% more accurate than using
the baseline on Q7, Q8, Q12, Q17, and Q18. Regarding the
response time, VolumeSTCube significantly outperforms the
baseline in the support for Q4 (p < 0.05), Q8 (p < 0.05), Q11
(p < 0.01), Q13 (p < 0.05), and Q17 (p < 0.01) based on
the Wilcoxon test’s results. No instances were observed where
the baseline obviously outperforms VolumeSTCube. Below,
we elucidate the performance of both the baseline method and
VolumeSTCube in supporting subjects to answer questions Q7,
Q8, Q11, Q13, Q12, Q17, and Q18.

Q7, Q8, and Q13. These three questions required the sub-
jects to examine the value distribution across the geographic
space at a given timestamp. To do that, the slicing interaction
was helpful regardless of the system used. Consequently, the
response times were typically under 20 seconds, with most
being under 10 seconds. However, in the baseline, visualiza-
tions were influenced by station density, leading some subjects
to mistakenly perceive areas with dense disk density as more
polluted, resulting in an accuracy of only 66.7% of Q7 and Q8.

VolumeSTCube employs a continuous visual representation
(e.g., Figure 6E2, F2, and G2) to mitigate this confusion.

Q11. To answer Q11, subjects are required to explore all
timestamps across the entire geographic area. Using Vol-
umeSTCube, subjects can examine all voxels without encoun-
tering occlusion issues and easily identify the reddest and most
opaque ones through simple rotations (only a few seconds). In
contrast, the baseline demands subjects repeatedly select time
ranges and columns to mitigate occlusion caused by columns,
thereby prolonging interaction times.

Q12. To solve Q12, subjects should identify the largest
hotspot. In VolumeSTCube, identifying hotspots is expedited
as they are presented as distinct voxel clusters. Subjects can
easily compare the size and color of each voxel cluster, and
thereby identify the largest one. Conversely, subjects using
the baseline method found it challenging to compare hotspots
due to occlusion, especially in densely clustered columns in
North China, as shown in Figure 1. They resorted to selecting
time ranges and columns to estimate the largest hotspot, which
was time-consuming and imprecise. Consequently, the base-
line takes 8 seconds longer on average than VolumeSTCube.
Furthermore, with the baseline method, one subject gave up,
and two subjects provided incorrect answers, resulting in an
accuracy rate of 75%, which is lower than VolumeSTCube’s
accuracy rate of 100%.

Q17. In the baseline, the propagation process is hidden in
multiple discretely distributed columns and subjects had to
move the time range back and forth and observe changes in the
color or radius of every disk, which is time-consuming with the
mental burden. Nonetheless, subjects using VolumeSTCube
can easily identify a propagation process via the rendered
surface in a continuous form (e.g., shown in Figure 7) and
select two cities based on the propagation path. As a result,
VolumeSTCube outperformed the baseline by over 40 seconds
regarding response time; two subjects gave up when using the
baseline, resulting in a correctness of 66.7%.

Q18. As for Q18, subjects were tasked with describing a
propagation process. Similar to Q17, the continuous surfaces
in VolumeSTCube help subjects to describe the propaga-
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tion process (e.g., shown in Figure 7). Subjects using the
baseline took an average of 21 seconds longer than those
using VolumeSTCube. Notably, four subjects gave up, and
the accuracy rate was only 58.3%, considerably lower than
VolumeSTCube’s 91.7%.

The above questions (tasks) are either space-oriented or spa-
tiotemporal pattern-oriented, but through observation and test,
VolumeSTCube has advantages on time-oriented tasks as well
compared to the baseline. For Q3, Q4, Q10, Q15, and Q16,
the correctness of subjects’ answers using VolumeSTCube
was slightly higher compared to using the baseline method.
The average response time for questions Q9 and Q10 was at
least 7 seconds shorter when using VolumeSTCube than when
using the baseline. For Q4 and Q9, the Wilcoxon test on the
response times of using the two systems results in p = 0.03
(significance) and p = 0.06 (weak significance), respectively.
These observed results may be attributed to a preference
for continuous visual representations along a timeline (e.g.,
Figure 6C), which allows for clear and fine division of events,
as opposed to discrete visual elements such as stacked disks.

3) User Feedback : All subjects appreciated Vol-
umeSTCube, considering it highly easy-to-read and efficient
for analyzing the air quality dataset. Their feedback is sum-
marized into visualization and interaction aspects:

Visualization. All subjects quickly grasped the space-time
cube and confirmed the intuitiveness of VolumeSTCube. More-
over, all subjects using VolumeSTCube for analysis experi-
enced minimal occlusion problems and remarked that “due
to the opacity of voxels (actually the volume visualization
they meant), they experienced no visual occlusion during
analysis.” Two subjects noted that the opacity of voxels
could potentially hinder analyzing low pollution levels, which
corresponds to VolumeSTCube’s poor performance in Q15.
In the future, we plan to implement a rendering parameter
adjustment control to alleviate this problem. For example,
the mapping of values to transparency and color can be
adjusted interactively. Finally, most subjects expressed that
surface rendering offered clear boundaries for voxel clusters,
aiding in obtaining specific values at spatiotemporal positions
and assessing propagation processes. This capability could be
difficult to achieve solely with volume rendering. Interestingly,
some subjects with strong spatial perception felt relying solely
on volume visualization was sufficient.

Interaction. All subjects stated that the interactions re-
garding the spatial range and temporal range selections im-
plemented in the two systems were helpful and effective in
exploring large-scale spatiotemporal data. More interestingly,
most subjects took it for granted that the voxel clusters in
VolumeSTCube were clickable or could be selected. Vol-
umeSTCube’s voxel cluster-based interaction exactly offers
such interactivity. Several subjects exactly commented, “I
prefer the voxel cluster-based interaction to locate hotspots
in one step rather than the volume slicing first, followed by
the volume spotlight and zooming-in.”

VI. DISCUSSION

This section discusses the implications, generalizability, and
limitations of VolumeSTCube, and posts the future work.

A. Implications

The STC, a form of 3D visualization, has historically seen
mixed reception in the visualization community, particularly
due to inherent occlusion issues [66]. Nonetheless, our study
shows that the STC’s effectiveness can be enhanced by re-
ducing occlusion through data transformation combined with
volume and surface visualizations. Furthermore, to improve
the STC’s adaptability to large-scale datasets, we design inter-
actions for users to manipulate the STC from time and space
dimensions, corresponding to spatial and temporal selection
interactions common in 2D views. In the case study, the expert
comprehensively analyzed air quality in China, demonstrat-
ing VolumeSTCube’s effectiveness. The user study employed
carefully designed tasks that required participants to utilize
both volume and surface visualizations, alongside interactions
such as volume spotlight, slicing, and voxel cluster-based tech-
niques, to complete the analyses. The high accuracy and effi-
ciency observed in task completion indicate that participants
mastered VolumeSTCube, further underscoring its usability,
effectiveness, and broad applicability.

B. Generalizability

VolumeSTCube can be generalized to ST series representing
natural phenomena in various domains, as they are usually
continuous over space and time. Representative phenomena
include rainfall, humidity, and temperature, as well as air pol-
lution. The three modules of VolumeSTCube—transformation,
visualization, and interaction—are designed to be domain-
independent without any domain-specific constraints. As long
as phenomena exhibit continuity across both time and space,
we can generate volumetric data through interpolation and
smoothing, so that our visualizations and interactions can be
applied. In this study, the air pollution ST series is used to
demonstrate. In Appendix B, we include another example,
where we visualize the temperature ST series using Vol-
umeSTCube and briefly describe the observed spatiotemporal
patterns. For more details, please refer to Appendix B.

VolumeSTCube is not suitable for ST series with discrete
spatial distributions, such as tourist visits to different attrac-
tions or demographic trends across countries. For example, a
country located between two populous countries may have a
significantly smaller population. Due to their spatially discrete
nature, converting these types of ST series into continuous
volumetric data would be ineffective and misleading. Topo-
logical analysis that extracts spatially discrete events can be
an effective alternative for supporting visual exploration of
these datasets [67].

C. Scalability

The scalability of VolumeSTCube is primarily constrained
by the hardware’s capacity to handle a certain number of
voxels. Under the hardware conditions mentioned in subsec-
tion IV-E, VolumeSTCube can effectively visualize ST series
spanning half a year across China, with a spatial granularity of
a 350 × 350 grid and a temporal granularity of hours, totaling
over 50 million voxels. In cases where hardware resources
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are limited, adjustments such as reducing the number of cells
or aggregating the time can be implemented to mitigate the
number of voxels while maintaining the representation of ST
series within the same range.

The evaluation demonstrates the effectiveness of the in-
teractive volume visualizations provided by VolumeSTCube
for ST series containing millions of records. Particularly, the
data transformation module enables VolumeSTCube support
for even larger datasets. For example, in the context of air
pollution analysis, if there are 3,000 monitoring stations across
China, the number of hourly records over six months amounts
to approximately 12 million. The module can still transform
the records for each hour into a 350 × 350 grid again, allowing
VolumeSTCube to visualize these 12 million records with
interactive volume visualizations effectively.

D. Limitations and Future Work

In addition to the lack of a rendering parameter control men-
tioned in subsubsection V-B3, we also identify the following
limitations or future work.

Uncertainty Visualization. Given the inherent uncertainty
in the interpolation process, uncertainty visualizations are
desirable for reliable analysis, helping assess whether observed
patterns are uncertain and if local but important patterns are
being overlooked [63]. In the future, we plan to incorporate
uncertainty into VolumeSTCube, using methods such as the
uncertain volume visualization technique.

Virtual/Augmented Reality. VR (Virtual Reality) and AR
(Augmented Reality) technologies enable users to perceive, in-
teract with, and analyze data through embodied visualizations
and interactions, thereby enhancing their perception, cognitive
abilities, and engagement [68], [69]. Inspired by the benefits
of VR/AR and the rapid development of VR/AR technology,
we plan to extend VolumeSTCube into a VR/AR environment.

Viewpoint Selection. In 3D space, a good viewpoint allows
users to see patterns clearly [70]. At present, the user needs to
manually move and rotate the camera to find an ideal view-
point. In the future, we plan to leverage viewpoint selection
methods to locate the camera. Furthermore, camera movement
optimization will be incorporated to enhance the navigation
and narrative.

Advanced Spatiotemporal Analysis. VolumeSTCube
should be further extended to facilitate comparative analysis
and the examination of complex spatiotemporal patterns. Users
may need to compare temporal trends between two regions and
compare spatial distributions over time [71], which requires
setting multiple volume spotlights and saving various map
snapshots. Besides, to analyze causalities [18] and cascad-
ing effects [3] of spatiotemporal phenomena, not only are
automated extraction models required but also supplementary
views with graph visualizations.

VII. CONCLUSION

We leverage well-established volume visualization tech-
niques to revisit the space-time cube, proposing a large-
scale spatial time (ST) series visualization technique called
VolumeSTCube. In particular, we transform large-scale ST

series into volumetric data that is subsequently visualized with
volume and surface rendering. To enhance users’ ability to
explore the visualization, we design user-friendly interactions
oriented to spatial, temporal, and spatiotemporal patterns of
ST series. VolumeSTCube is evaluated with a computation
experiment, a real-world case study, and a controlled within-
subject user study.
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