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Fig. 1. The interface of Compass. (a) The map view enables users to select a sensor to start analysis and reason causal graphs within
a spatial context. (b) The time view presents the time series of the selected sensor and time partitioning results. (c) The graph view
visualizes the dynamic causal graphs detected by a causal detection framework along the same timeline of the time view. (d) The
relation view presents the causal relations involved in the causal graphs with a multi-dimensional visualization.

Abstract— The spatial time series generated by city sensors allow us to observe urban phenomena like environmental pollution and
traffic congestion at an unprecedented scale. However, recovering causal relations from these observations to explain the sources
of urban phenomena remains a challenging task because these causal relations tend to be time-varying and demand proper time
series partitioning for effective analyses. The prior approaches extract one causal graph given long-time observations, which cannot
be directly applied to capturing, interpreting, and validating dynamic urban causality. This paper presents Compass, a novel visual
analytics approach for in-depth analyses of the dynamic causality in urban time series. To develop Compass, we identify and address
three challenges: detecting urban causality, interpreting dynamic causal relations, and unveiling suspicious causal relations. First,
multiple causal graphs over time among urban time series are obtained with a causal detection framework extended from the Granger
causality test. Then, a dynamic causal graph visualization is designed to reveal the time-varying causal relations across these causal
graphs and facilitate the exploration of the graphs along the time. Finally, a tailored multi-dimensional visualization is developed
to support the identification of spurious causal relations, thereby improving the reliability of causal analyses. The effectiveness of
Compass is evaluated with two case studies conducted on the real-world urban datasets, including the air pollution and traffic speed
datasets, and positive feedback was received from domain experts.

Index Terms—Visual causal analysis, urban time series, causal graph analysis.

1 INTRODUCTION

Detecting and interpreting the causal relations among urban time series
have important implications for various urban applications. Such causal
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relations can reveal the latent temporal interactions between the sensors
where the urban time series are collected, facilitating the effective sense-
making of urban phenomena and the informed policy-making for better
sustainability [86]. For example, if the pollutant readings at sensors A
and B are identified to cause a considerable increase in those at sensor
C consistently, proper measures should be taken to control the pollution
at A and B rather than C.

Many efforts have been devoted to the efficient extraction and ex-
tensive analysis of the co-occurrence [15, 36, 75] and correlation rela-
tions [45, 63] among urban time series or events. However, the patterns
and insights derived in these studies do not imply true causality, and
thus the reliability of the results is often limited in applications. Recent
studies [38, 89] have investigated applying the Granger causality test to
capture the causal relations among urban time series. Based on a set of
urban time series, these studies attempt to extract a causal graph, where
each cause-effect relation between a pair of sensors is represented with
a directed edge. However, one causal graph is insufficient to charac-
terize the dynamic causal relations among multiple urban time series
due to the rapidly-changing urban environments. For example, a causal



relation between two sensors detected based on their time series can dis-
appear or even be flipped from time to time (Fig. 2a) because of certain
external factors, such as the wind fields in the air pollution scenarios.
Such a dynamic nature demands fine-grained causality analyses that
enable analysts to gain insights into the temporal variations of causal
relations in urban contexts. In addition to the limitation of granularity
in the prior studies, interpreting and validating these causal relations
detected by automated models also require an interactive system to
integrate analysts in the urban causality analysis loop [76].

Motivated by the limitations in the prior studies, we propose a visual
analytics approach that empowers experts to retrieve and comprehend
the dynamic causal relations among urban time series with tailored
interactions and visualizations. Developing such an approach poses
three major challenges:

Detecting fine-grained urban causality. First, time series should
be appropriately partitioned, such as by considering their periodicity
and peak occurrences. Second, the causalities detected in every time
partition must be stable and not disturbed by noise or dynamics. Finally,
the time series’s spatial proximity should be carefully incorporated,
thereby improving the reliability of causality detected in urban envi-
ronments. Addressing the three issues demands an extension of the
Granger causality test to make it practical for dynamic urban causality.

Interpreting dynamic causal relations. Gaining insights demands
the multifaceted analysis of the dynamic causal relations. The time-
varying causal directions between sensors need to be revealed for under-
standing the dynamics or stability. The causal relations also constitute
causal graphs over time. These graphs should be interpreted from
spatial and temporal perspectives to uncover how the involved sensors
influence each other. Enabling the comprehensive interpretation of such
causal relations constitutes the second challenge.

Unveiling suspicious causal relations. Unreasonable causalities
may inevitably exist. For example, two remote air quality sensors
should not have bi-directional causality, but two close sensors can
because air pollutants likely transport back and forth between them.
Determining and correcting these suspicious relations requires investi-
gating their multiple dimensions, such as the spatial distance, direction,
time lag, and correlation of the time series. A multidimensional visual-
ization tailored for the causal relations should be proposed.

In this study, we first conclude an analytical workflow and six user
requirements through careful literature review and close collaboration
with experts. Based on the requirements, we further develop Compass,
a visual analytics system for the causal analysis of urban time series.
Compass addresses the aforementioned three challenges as follows.
For the first challenge, we propose a causal detection framework by
extending the Granger causality test. This framework includes neighbor
index, time partition, and debounce strategies to improve the capability
of the causality test for urban time series. For the second challenge, we
design a dynamic graph visualization to reveal the temporal variation
of the detected causal relations and enable time-oriented drill-down
analyses of causal graphs. For the third challenge, we consider the mul-
tiple dimensions of causal relations and propose a tailored visualization
to expose causality suspiciousness. Finally, two real-world case studies
on air pollution and traffic speed datasets, respectively, demonstrate the
effectiveness of our approach. In sum, our contributions are as follows:
� We propose a causal detection framework for urban time series by

extending the Granger causality test.
� We design and implement a novel visual analytics system called

Compass for causal analysis of urban time series. Compass in-
corporates the causal detection framework and a set of effective
visualizations for analyzing dynamic causalities.

� We evaluate our approach through two real-world case studies.

2 RELATED WORK

This section presents relevant studies on causal detection, visual causal
analytics, and visual urban analytics.

2.1 Causal Detection
The traditional causal analysis method is controlled variable experi-
ments, e.g., A/B testings in business companies. However, such exper-
iments require stakeholders to test numerous variable pairs tediously
and identify the causal relations among variables. By contrast, causal
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Fig. 2. Motivation illustration. (a) Real-world causal relations between
sensors can change over time, shown by the different relations in three
time windows. (b, c) Causal detection in large time windows may pro-
duce wrong or rough results. (d) Although the result is correct, further
interpretation and verification are still required for informed policy making.

detection is a data-driven approach to obtain the causal relations among
observed data without setting experimental conditions deliberately.

Correlation is not causation. We focus on those approaches for de-
tecting causality rather than correlation [52, 56]. Many approaches are
developed for time series data [19, 20, 54], such as based on informa-
tion theory [29], conditional independence tests [57], and the Granger
causality test [26]. Among these methods, the Granger causality test is
the most well-established and has been widely applied to various do-
mains, such as economics [25], geoscience [44], and neuroscience [59].

Granger causality is not limited to traditional time series. To detect
the causal relations among events, Jin et al. [31] and Xu et al. [79]
transformed event sequences into time series based on Hawkes pro-
cesses [28] and applied the Granger causality test to these series. Some
researchers extended the Granger causality test into urban time series
that are associated with geographic positions. Li et al. [38] extracted
upstream events from air pollution time series and constructed the
causal graphs among these events based on the Granger causality test.
Frequent subgraph mining was then applied to extract the propagation
pattern of air pollution. Zhu et al. [89] integrated the Granger causality
test into Bayesian learning to identify the causal networks of air pol-
lution sensors. However, none of the existing methods can accurately
detect the dynamic causality of the urban time series, let alone interpret
and validate the causality.

We choose the Granger causality test because of its proven and pow-
erful capability to detect causality based on short partitioned time series.
It was extended and integrated into our visual analytics approach.

2.2 Visual Causal Analytics
Causal analysis needs effective causality representations. Visualization
studies have investigated causality perception. Xiong et al. [78] and Yen
et al. [81] evaluated the performance of some basic charts (e.g., line and
bar charts) in conveying causality. These basic charts are not suitable
for causal graphs. Bae et al. [6, 7] derived several design guidelines
for the graphical representation of causality. These guidelines help us
design effective causal visualizations.

Some visualization techniques enable users to reason causality with
their knowledge. They all adopted node-link diagrams, a popular repre-
sentation for relations [85,87]. Nodes denote variables and links denote
causal relations. In the early years, researchers paid more attention
to the representation of causality. Elmqvist and Tsigas [21, 22] stud-
ied animation techniques and node representations for the causality of
event sequences. Also studying event sequences, Kadaba et al. [33]
attempted to reveal the causal links in causal graphs from multiple as-
pects. Recently, many studies have developed visual analytics systems
coordinating individual visualizations to made causal analysis practical.
Wang and Mueller [64] developed an interactive visual interface for
the causal analysis of tabular data. Users can interactively access and
verify the causal relations detected by an automatic model. They also
further extended their method to allow causal analysis for different data
subgroups [65]. Xie et al. [76] proposed a visual analytics approach that
addressed the scalability and uncertainty issues of the causal graphs. Jin
et al. [31] proposed a visual analytics approach for exploring, verifying,
and comparing the causalities in event sequence datasets. In addition,



there were some domain-specific applications. Dang et al. [16] devel-
oped a tool for understanding the causality within biological pathways.
Pi et al. [53] developed a causal reasoning system based on traffic flow
theory to analyze the causality of traffic congestion events.

The existing visualizations and systems cannot accommodate dy-
namic causal relations. Besides, visual causal analysis of time series
has not been well studied. We propose a visual analytics approach for
analyzing the dynamic causal relations detected from urban time series.

2.3 Visual Urban Analytics
Visual analytics approaches [4] have been proven effective in leveraging
various urban data (e.g., human mobility [2,3,58,60], social media [13,
74], business [41, 71], energy [84] and environmental [17, 55] data) to
improve cities [72, 73, 75]. We classified these approaches into two
categories, namely, visual urban planning and diagnosis.

Visual urban planning focuses on decision making for improved
cities [23, 37, 43, 50], e.g., by optimizing the arrangement of facilities.
For example, Liu et al. [40] combined trajectory mining and visualiza-
tions to evaluate appropriate locations for billboards. Weng et al. [73]
proposed an interactive approach for determining critical locations us-
ing computed reachability. Weng et al. [72] developed a visual analytics
system for improving bus routes with Monte Carlo search.

Visual urban diagnosis is to obtain and understand valuable knowl-
edge hidden behind urban data for improved cities [18, 30, 35, 42, 47,
51, 53]. For example, Malik et al. [45] proposed a general workflow to
analyze the correlation between time series. Cao et al. [12] discovered
urban anomalies with a combination of detection algorithms and glyph
designs. Li et al. [36] analyzed the potential influences between differ-
ent regions based on the co-occurrence patterns in spatial time series.
Wu et al. [75] studied the visual analysis of co-occurrence patterns
of cross-domain urban data and supported comprehensive diagnoses.
Deng et al. [17] proposed a visual analytics approach for analyzing the
pollution propagation patterns extracted by a specialized model.

Dynamic causality in urban space has not been studied. We propose a
visual urban diagnosis method based on the dynamic causality of urban
time series to facilitate the in-depth understanding of urban problems.

3 BACKGROUND AND SYSTEM OVERVIEW

This section formulates the problem we study, introduces preliminary
concepts, workflow, and the user requirements that guide system design.

3.1 Problem Formulation
This study is the result of cooperation with multiple domains. On the
one hand, rapid urbanization has resulted in many notorious urban
problems, such as noise [9], traffic congestion [53], and water/air
pollution [46]. On the other hand, various applications have proven
the utility of causal analysis in providing valuable implications. In the
past six months, we collaborated closely with three experts (EA, EB,
and EC). EA and EB are urban computing experts who have decades
of experience studying data-driven solutions for urban problems. EC
is a researcher with expertise in causal analyses. We together attempt
to apply causal analysis to solve the urban problems. As a statistical
analysis method, causal analysis is not limited to computer scientists
but can be accepted by urban practitioners with statistical knowledge.

After preliminary discussions, we realize that the causal relations
in urban space can be dynamic. Take Fig. 2 as an example. The
causal direction between sensors s1 and s2 disappears and is flipped
over time (Fig. 2a). Although causal detection models can summarize
these causal relations across a whole time span, the detected static
results can be rough (partially correct) or even incorrect and provide
limited insights into precise and reliable policymaking (Fig. 2b and
2c). No interactive systems are available for interpreting and validating
the detected causality in an urban context, which makes the causality
unreliable and cannot be fully utilized (Fig. 2d).

In this study, we propose a visual analytics approach to address
these limitations. This approach aims to enable analysts to obtain and
understand correct urban causalities in dynamic environments.

3.2 Concepts
We introduce the following important concepts defined in this paper:

• A time series vs = 〈v1,v2, . . .〉 is a chronologically ordered set of
values recorded at a geographically fixed sensor s. These recorded
values reflect the real situation around the sensor. For example,
an increase in air pollutant concentration unveils the air quality
deterioration around the sensor.

• A stimulus in this paper is defined as an event, such as an air
pollution event or traffic congestion event, that can propagate over
sensors and influence them. It can be reflected by an increase or
decrease in time series.

• A causal link indicates the one-way causality from a sensor to
another (Fig. 6a or 6b). A causal link is detected by our causal
detection model based on the Granger causality test (Sec. 4). It
comprises 1) a cause sensor, 2) an effect sensor that receives the
effect from the cause, 3) the causal strength, and 4) a lag implying
the time required for the cause to influence the effect.
Such a causality, to a degree, can be reflected in the trend relation-
ship of the involved time series under the time lag. For example,
the increase of a series causes a similar increase (a positive rela-
tionship) or opposite decrease (a negative relationship) of another
series. Thus, we further derive a metric that can be visualized as
a visual hint of the trend relationship and assist in validating the
detected causal links. We use 5) Pearson’s r, a widely used corre-
lation metric for time series [34, 45, 63], to capture both positive
and negative relationships between time series effectively. We
first shift the cause sensor’s time series by the lag along the time.
The Pearson’s r is then computed given this shifted time series
and that of the effect sensor. A causal link exists if a stimulus
from the cause sensor influences the effect sensor.

• A causal relation indicates the causality between two sensors. A
causal relation comprises at least one causal link between the two
sensors. It is bi-directional if it comprises two opposite causal
links (Fig. 6c), i.e., these two sensors are causal to each other.

• A causal graph Gc = (N,E) is a directed graph, where each node
ns ∈ N denotes a sensor s and each edge (ni,n j) ∈ E denotes a
causal relation, i.e., there is causality between the sensors i and j.

3.3 Workflow and Requirement Analysis

We carefully conducted literature review [16, 31, 38, 53, 64, 76, 76, 89]
and interviewed the experts to compile the user requirements that guide
system development. On the one hand, we collected and summarized
relevant studies in visualizations and causality detection, derived user
requirements, and developed a prototype system. On the other hand, we
verified and refined the user requirements together with the prototype
system through bi-weekly interviews with the experts. The processes
above were carried out iteratively and alternately.

We first conclude a three-step workflow as follows:
WP: Pre-processing data. Previous studies carried out data pre-

processing before causal detection according to various strategies, such
as clustering [65], key event extraction [31,38], and pattern mining [89].
This step is also essential in our scenario. Directly detecting and ana-
lyzing the causal relations of the entire dataset are intractable because
they are intricate in space and dynamic over time.

Our study adopts a sensor-centric strategy in the space dimension.
A target sensor is specified as ego first, and then its neighbors that
have potential causality will be retrieved. Only the causal relations
between them will be detected and analyzed. In this way, the spatial
complexity of causality can be reduced, and analysts can easily focus
on the target areas of their interests. As for the time dimension, the
time is properly partitioned into windows to reveal dynamic causalities.
Causal detection works given an ego sensor and partitioned windows.

WA: Analyzing causal graphs. Causal detection models can output
causal graphs, each of which is constituted by the causal relations
between variables. These graphs are valuable. For example, the roots
in graphs imply sources [38], and the pathways reveal how the stimulus
propagates over and influences variables [16, 53, 76, 89]. In addition to
the overall structure, individual relations are worth studying [31]. In our
study, multiple causal graphs centered on the ego sensor can be obtained
in the partitioned time windows. A set of effective visualizations are
proposed to support the multifaceted analysis of these dynamic causal
graphs in a spatiotemporal context.



WI: Improving causal detection results. In practice, data-driven
causal detection is not always reliable due to various factors, such as
data noise, external variables, and missing consideration of certain
rules. Therefore, the detection results usually need to be revised and
improved, whether through automated intelligent algorithms [89] or
the incorporation of human knowledge [31, 64]. We design interactive
visualizations tailored for our problem to assist users in discovering
and modifying the incorrect causalities.

We further specify six user requirements that guide visual designs.
R1 Summarize causal graphs across the time (WA). First, the ex-

perts require the system to summarize all causal graphs detected in
different time windows and thereby grasp the brief patterns. For
example, which sensors have strong causal relations across the
whole period? What are the causal directions between them?

R2 Explore causal graphs along the time (WA). Multiple graphs
in different time windows constitute a dynamic graph where the
structure can change over time [8]. The experts need to relate the
causal graphs to the time for effective time-oriented exploration [69,
70,77]. They also want to learn the temporal variations of the causal
structures, such as periodicity and stability. Therefore, the system
needs to couple a timeline-based organization with a structure-
aware representation to visualize these causal graphs.

R3 Learn influence propagation via causal graphs (WA). The ex-
perts also need to drill down individual graphs and learn the influ-
ence propagation during a specific period. Specifically, they aim to
establish where the stimulus is from and how it influences the urban
space. Therefore, in the system, every individual graph should be
accessible in the spatial context.

R4 Interpret and validate causal relations (WA, WI). Causal inter-
pretation and validation are required. The experts hope to interpret
why there are causalities between sensors and learn what the ef-
fects are based on the involved time series. Furthermore, validation
questions may be asked, for instance, are causal relations includ-
ing their directions and time lags reasonable? So, causal relations
must be fully encoded regarding the occurrence frequency, involved
time series, and comprised multidimensional attributes.

R5 Modify incorrect causal relations (WI). The experts commented
that detection results are not completely reliable. Causal interpre-
tation and validation can help identify incorrect causal relations.
Afterward, the experts require modifying them interactively.

3.4 System Architecture
Compass is a web-based application constituted by data storage, back-
end, and frontend (Fig. 3). The data storage indexes urban time series
spatially. The backend is written in Python. The backend handles a
causal detection framework (Sec. 4.2) including a data pre-processing
module (WP) with the Python multiprocessing (a parallel computing
package1). The frontend is written in TypeScript and Vue.js. Users can
specify an ego sensor and partition the time in the frontend. The causal
relations involving the ego sensor are then detected in the partitioned
time windows. The frontend also empowers users to understand urban
causality with the causal graph visualizations (WA) and facilitates the
discovery and modification of the incorrect causalities (WI).

4 MODEL

This section introduces the causal detection framework we propose to
detect the causal relations between urban time series.

4.1 Granger causality
This subsection introduces the core idea of the Granger causality [26].
The Granger causality test mainly builds on the predictability of one
time series to another. Let two variables x and y be the cause and effect
to be tested, respectively. The Granger causality says x is the cause of y
if vx, the time series of x, significantly helps predict vy under the same
controlled condition of a variable collection C= {c1,c2, . . .}.

Prediction. The Granger causality test applies the vector autoregres-
sive (VAR) model [61] as the prediction model. In VAR, the current
state of a system can be predicted by the past K states in different
time series across the system. Suppose a time-varying system has N

1https://docs.python.org/3/library/multiprocessing.html

variables, and each one collects a time series v. vn
t denotes the record at

time t in the n-th variable. The VAR model of this system is written as

v1
t = µ1 +∑

N
n=1 ∑

K
k=1 ω1,n,k vn

t−k +u1,t

v2
t = µ2 +∑

N
n=1 ∑

K
k=1 ω2,n,k vn

t−k +u2,t

. . .

vN
t = µN +∑

N
n=1 ∑

K
k=1 ωN,n,k vn

t−k +uN,t

.

The coefficient ωi,n,k implies the contribution of the value k times-
tamps ago of the n-th variable to the prediction of the i-th variable,
µ denotes constants, and u denotes error terms. The aforementioned
regression equation can be solved separately, thereby obtaining the
inherent relationships among the variables.

Causality Test. Testing “x→ y” (x causes y) is based on the follow-
ing two regression equations:

vy
t = µy +

N

∑
n=1

K

∑
k=1

ωy,n,k vn
t−k +uy,t (1)

vy
t = µy +

N

∑
n=1,n 6=x

K

∑
k=1

ωy,n,k vn
t−k +uy,t (2)

Note that the second equation ignores the contribution of x. All vari-
ables except for x and y are viewed as control variables C. If the
prediction performance improved by considering the records of x is
significant, “x→ y” holds true. The detection can eliminate the interfer-
ence of other variables through the control variables C and focus on the
current two variables, which is impossible with correlation methods.

F Test based on the sum of squared residuals (SSR) is commonly
used to determine the statistic significance:

F =
(SSR(1)−SSR(2))/K

SSR(2)/(M−KN)
.

SSR(1) and SSR(2) denote the sum of squared residuals for the regres-
sion equations (1) and (2), respectively. M denotes the number of
samples for regression. F has an F-distribution with parameters K and
M−KN, i.e., F ∼ F(K, M−KN). The null hypothesis is “x 9 y.” In
practical, the null hypothesis is rejected if the p-value of F is less than
the p-value threshold 0.05; otherwise, the null hypothesis is accepted.
The causal strength can be measured by (0.05−p-value)/0.05.

Given a maximum time lag K+, multiple tests need to be executed
under every K ≤ K+ to determine the best result based on the p-value.

4.2 Causal Detection of Urban Time Series
This subsection introduces a causal detection framework we propose
for detecting dynamic causality from urban time series. It is based on
the Granger causality test but addresses the first challenge in Sec. 1.

4.2.1 Data Pre-processing
First, we pre-process the data in space and time dimensions.

Indexing neighbors. A sensor has causal relations only with its
neighbor sensors. This neighbor relationship depends on specific ap-
plication scenarios. Two concrete examples are provided below. A
road sensor can be influenced only by those sensors encountered first
along forward the traffic direction because traffic congestions propagate
backward. An air quality sensor has causal relations only with those
closest sensors around it because air pollutants spread continuously in
space. For every sensor, we index its neighbors with potential causality
and categorize them into downstream and upstream neighbors based
on actual applications. The center sensor is denoted as an ego sensor
se. The downstream and upstream sensors are denoted as Egod(se)
and Egou(se), respectively. Fig. 4a illustrates Egod(sx) and Fig. 4b
illustrates Egou(sy).

Partitioning time. Two strategies for time partitioning can be used
based on whether the time series is periodic. For periodic time series,
they can be directly partitioned by their period. For example, traffic
time series can be naturally partitioned by 24 hours. Otherwise, the
peaks of the time series will be extracted automatically, and thereby
the time windows can be identified based on these peaks. This proce-
dure is accomplished using Python find peaks imported from a well-
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sample causal graphs are detected in every sampled time window. (f) A
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known package scipy.signal [32]. The find peaks has four important
parameters: height, prominence, wlen, and distance. The height and
prominence limit peaks’ minimum heights and prominences. The wlen
indicates the maximum duration of windows. The distance means the
minimum horizon distance between peaks. Given these parameters and
a time series, find peaks returns the intervals where peaks are located.

4.2.2 Causal Link Testing
Given an ego sensor, we use the Granger causality test (Sec. 4.1) to test
the causal links between it and each of its neighbor sensors in every
partitioned time window. Before applying the Granger causality test,
two input parameters for each test need to be specified, namely, the
control variables C and maximum time lag K+.

First, when testing the link “sx→ sy”, Egou(sy)\{sx} are naturally
considered control variables C (Fig. 4c). Second, K+ can be deter-
mined based on actual applications and the spatial distance between
sensors. For example, the causality between road sensors results from
the backward propagation of traffic waves, while the causality between
air quality sensors results from the pollution diffusion. Such physical
semantics determines the range of possible lag. The range also includes
a maximum time lag. We let the range be specified by system users.

Each causality test is independent of the other. We use a parallel
computing package called multiprocessing to speed up the process.

4.2.3 Debounce
The causal detection is sensitive to time windows due to the unavoidable
noise and dynamics in urban data. We address this issue and obtain

stable causal graphs by using a debounce strategy. When detect a
causal graph in a time window, nine windows are sampled by slightly
adjusting the time window, such as shifting, shrinking, and enlarging
(Fig. 4d). The causal detection will be executed in all these sample
windows, generating multiple sample causal graphs (Fig. 4e). If a link
appears in all sample graphs (e.g., link #1 and #2 in Fig. 4f), the sample
link with the maximum strength is added into the final causal graph
(e.g., those links highlighted by a bold border in Fig. 4f).

In the end of the framework, the stable causal graphs involving the
ego sensor and its neighbors are detected in every partitioned windows.

5 VISUAL DESIGN

Compass comprises four views, namely, map, time, graph, and relation
views. The map view provides a spatial context for selecting the ego
sensors of interests and reasoning causal graphs (R1 and R3). The time
view shows the time series of selected sensors and the partitioned time
windows. It also serves as a timeline for the graph view. The graph
view displays the causal graphs detected in each window along the
timeline. In this view, users can explore the detected dynamic causal
graphs along the time (R2) and interpret each graph with its causal
relations (R3 and R4) from a spatiotemporal perspective. The relation
view presents every causal relation from multiple dimensions. Thereby,
users can interpret causal relations further (R4), discover spurious ones,
and improve causal detection results (R5).

5.1 Map View
The map view adopts a geographic map to provide a spatial context.
Every sensor is represented as a circle on the map according to its
geographic position. Three types of graphs involving these sensors can
be displayed on the map: spatial ego-graph, spatial causal graph, and
spatiotemporal causal graph. Which type of graph is being displayed
depends on the analysis stage and user’s interactions (Sec. 5.5).

Visualizing spatial ego-graph (Fig. 5a). A sensor is colored red
when users select it as an ego sensor. Its neighbor sensors are colored
blue. These two colors are applied throughout the system. These neigh-
bor sensors will connect to the ego sensor with edges, constituting a
spatial ego-graph. A question mark is placed on the center of each edge
if the causal relation remains to be detected. Three edge color styles are
used based on whether the neighbor sensor belongs to the downstream
or upstream. 1) If a neighbor belongs only to the downstream, the
edge is colored red as the same as the ego senor to indicate that the
causal relation, if exists, must start from the ego (e.g., e1 in Fig. 5a).
2) Similarly, if a neighbor belongs only to the upstream, the edge is
colored blue (e.g., e3 in Fig. 5a). 3) If a neighbor belongs to both the
downstream and upstream, the edge is colored gray (e.g., e2 in Fig. 5a).
Gray is also applied throughout the system to indicate bi-directional.

Visualizing spatial causal graph (Fig. 5c-1). Each causal graph
detected in a time window can be displayed on the map as a spatial
causal graph (R3). The question mark will be replaced with the arrows
that denote the causal relations between sensors. Each arrow represents
a causal link and points from the cause sensor to the effect sensor. The
arrows are colored according to the cause sensor. The arrow opacity
encodes the causal strength. Moreover, we follow a compass metaphor
to place the arrows (Fig. 5b). We call such a design compass glyph.
Each glyph denotes a causal relation. An edge is colored red, blue, or
gray according to its direction indicated by the arrows. Sensors are
removed to reduce clutter if they have no causality with the ego sensor.

Visualizing spatiotemporal causal graph (Fig. 5f). The causal
graphs across the windows can be summarized as a spatiotemporal
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visualization of dynamic causal graph. (e) A revisited compass glyph
summaries the compass glyphs of the edge e2. (f) A spatiotemporal
causal graph summaries the spatial causal graphs in (c).

causal graph on the map (R1). The causal directions across multiple
graphs are first aggregated according to the edge. The aggregation is
then encoded with a revisited compass glyph (Fig. 5e). For example,
Fig. 5e summarizes the causal directions in the bottom-right edge (i.e.,
e2) across the three causal graphs. In a revisited compass glyph, arrows
still convey the causal directions within a spatial context. The glyph is
revised to incorporate the temporal information as follows. The arrow’s
size encodes the frequency of the causal links with this direction. An
offset between the two opposite arrows can be observed if bi-directional
relations exist. The overlapping part of the two arrows encodes the
frequency of bi-directional relations.

Justification. The map view uses colors and the compass designs
to represent the causal relations. First, color hue is the most effective
visual channel for category data second only to spatial region [48]. Sec-
ond, the compass designs integrate the arrows to one place no matter
whether it is bi-directional or not. In this way, users can distinguish the
directions at a glance without looking for arrows along the edges. Fur-
thermore, this integration not only supports the encodings of temporal
co-occurrences (Fig. 5e) but also enables the structure-aware dynamic
causal graph visualization in the graph view (Sec. 5.3).

5.2 Time View
The time view presents the time series of sensors using a line chart,
where temporal features, such as peaks and periodicity, are exposed.
The time series of the ego sensor is displayed first, while the time
series of the neighbor sensors can be displayed on demands. The lines

are colored according to the sensors. Users can specify peak-based
and periodicity-based time partitioning strategies. The partitioned
time windows are subsequently shown with semitransparent rectangles.
Furthermore, this view also serves as a timeline for the graph view
(Sec. 5.3) because these two views are juxtaposed up and down.

5.3 Graph View
The graph view adopts a new dynamic graph visualization and sup-
ports the effective analysis of multiple causal graphs from graph (R3),
relation (R4), and dynamics levels (R2).

Visualizing single causal graph (R3). Simply presenting spatial
causal graphs results in low scalability because the maps are space
ineffective (Fig. 5c). To this end, we compact each causal graph (e.g.,
Fig. 5c-1) into a graph band (e.g., Fig. 5d-1). The compass glyphs
from top to bottom in a graph band correspond to that of the edges
in a clockwise order starting from the west direction. These compass
glyphs preserve the spatial context for each causal relation.

To further integrate the spatial context of causal graphs, heatmap-
based spatial summaries for every causal graph are provided and placed
above the bands (Fig. 1c-1). The heatmap is generated from the spatial
distribution of the influences of the ego and neighbor sensors. The
darker red (or blue) indicates that the area receives more influences
from the ego sensor (or the neighbor sensors). To do so, we first
generate a red heatmap based on the spatial distribution of the red
causal links. A blue heatmap is generated in the same way. We subtract
the blue heatmap from the red heatmap and finally derive the summary.

Visualizing the causal relations of a graph. The graphs need to
be unfolded to interpret and validate the causal relations further (R4).
Fig. 1c-2 shows an unfolded graph band. First, the compass glyphs
are shrunk, leaving a ring space to encode the lags with arcs. The arc
behind an arrow corresponds to the causal link denoted by the arrow
and has the same color as the arrow. The arc length encodes the lag
of the causal link. Second, a canvas expands from the right. For every
causal relation, the two involved time series are sliced according to
the time window and displayed together in the same line chart on the
glyph’s right side. The lines are also colored according to the sensor.
Users can easily compare the time series of all sensors involved in the
graph because these glyphs are aligned vertically in a graph band.

Visualizing multiple causal graphs. The system should expose
the temporal variation of causalities and support the time-oriented
exploration (R2). Thus, all graph bands are placed along the time view
according to the time window in which the graph is detected (Fig. 5d).
The bands repel each other to avoid occlusion while keeping their
positions along the timeline as much as possible. To further enhance
the spatial context, we add minimaps on the left side of this view.
Each minimap (Fig. 5d-2) contains the same ego-graph structure as
in the map view but removes detailed information such as geographic
background, colors, and directions. The bold edge indicates where the
glyphs on the right are located. This visualization presents time-varying
causal relations in an unobstructed way. Take Fig. 5 as an example.
The causal relations of the bottom left edge (i.e., e3) exist in all time
windows. These existences may be hidden by the scattered arrows in
Fig. 5c but are clearly revealed in the third row in Fig. 5d.

Justification. Many timeline-based and scalable visualizations for
dynamic graphs have been proposed [24]. In Beck et al.’s hierarchical
taxonomy [8], juxtaposed node-link diagrams [11] are the most suitable
for our problem. We have created an alternative design using juxtaposed
node-link diagrams (Fig. 7a-1). However, all edges are connected to
the red node (i.e., the ego sensor), causing visual clutter. The variations
of the causal directions cannot be easily revealed. We have also created
an alternative (Fig. 7a-2). Each row represents a neighbor sensor or its
causal relations with the ego sensor. Each rectangle is divided into two
parts to indicate the opposite directions. Although the causal relations
are revealed without clutter, the spatial structures are still lost. We
enhance this design and derive our final design (Fig. 1c) by using the
compass glyphs and adding the heatmaps and the minimaps.

5.4 Relation View
The relation view (Fig. 6d) shows the multidimensional details of causal
relations (R4). Causality suspiciousness is visually encoded to help
identify and correct suspicious causal links and relations (R5).
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Showing multidimensional details. Causal links that start from the
ego sensors are plotted as the top scatterplot according to their lags and
strengths. The circle size encodes the absolute value of the Pearson’s
r. Please refer to Sec. 3.2 for how to compute the Pearson’s r. These
circles also connect to the middle axis with curves according to the
two involved sensors’ spatial distance. Causal links that start from
the neighbor sensors are visualized at the bottom in the same way. If
two links are comprised by the same causal relation, their curves are
regarded as one and correspond to the relation (Fig. 6d-1). We call
these curves relation curves. The curves are colored by red, blue, or
gray according to the causal directions.

Unveiling suspicious causalities. While showing the details, the
well-designed visual encoding helps reveal two types of suspiciousness.
The first one is the bi-directional relations with a large spatial distance.
Bi-directional means that either the stimulus returns after arriving at
one sensor or the two sensors receive the same stimulus from another
sensor. It is suspicious if these two situations happen between two
remote sensors. The opposite causal links are unfolded in two different
charts so that users can compare them and determine the correct one.
The second one is the causal links with low Pearson’s r, i.e., large
circles. The time series of two sensors intuitively portray the causality.
If a low r is observed, then the causal link needs to be further validated.
Because these visual encodings have provided sufficient visual hints,
we do not use extra algorithms for suspiciousness recommendations.

Justification. Each causal relation is an essentially multidimen-
sional datum with seven dimensions (Fig. 7b-1). Various visualizations
have been proposed for this kind of data, such as dimension reduc-
tion [68,88], scatterplot matrix [49], parallel coordinate plot (PCP) [10],
and glyphs [82]. This view should satisfy two requirements, showing
details and revealing suspiciousness. We have created two alternatives
after exploring the design space. The first one is the spreadsheet that is
commonly seen as a detail view (Fig. 7b-1). However, it cannot handle
many relations. The second one is the PCP (Fig. 7b-2) better than the
spreadsheet. Numerous causal relations can be displayed. The values
of each dimension can be seen in the parallel axes. The first type of
suspicious relations can be indicated by the gray lines passing the top of
the distance axis (Fig. 7b-2). Built on the PCP, we adopt scatterplots to
visualize the dimensions related to the same causal direction (Fig. 6d).
Scatterplots allow another suspiciousness metric, the Pearson’s r, to
be encoded using the size that can be accurately perceived. Besides,
scatterplots are more familiar to the experts than the PCP.
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5.5 User Interactions
The following interactions are incorporated into the system.

Parameters setting. Users can specify the input parameters of the
causal detection model. First, the ego sensor of users’ interests can be
selected after users click it in the map view. Second, the range of the
influence speed can be adjusted via the slider of Fig. 1a-4, which deter-
mines the range of lag. Third, users can determine the time partitioning
strategies via the buttons in Fig. 1b1. The first is periodicity-based, and
the second is peak-based. The parameters have defaulted. Clicking the
button can generate windows. These parameters can be changed via the
panel triggered by right-clicking the buttons. The system also allows
users to resize and move each time window directly.

Details-on-demand inspection. The time view can show the time
series of the neighbor sensors if users right-click them. The graph band
can be unfolded when users click the band. Then, more information
about the causal relations is shown.

Causal relations hovering and highlighting. Causal relations can
be highlighted throughout the system to respond to graph, edge, and
individual level hovering. First, the relations comprised by a causal
graph are highlighted when users hover over or unfold the graph band.
The map view will present the corresponding spatial causal graph.
Second, multiple relations between two sensors are highlighted when
users hover over the minimap (in the graph view) or the revised compass
glyph. Finally, a single relation is highlighted when users hover over the
compass glyph or the relation curve. Besides, the global highlighting
based on the causal directions is also supported (Fig. 1d-1).

6 EVALUATION

This section presents the evaluation of the system. We first invited the
experts and performed a training session to introduce the system. We
ensured that the experts understood the system, including the visual
encodings and user interactions. Afterward, the experts freely used
our system to perform causal analyses on two real-world time series
datasets, namely, air pollution and traffic datasets. We also interviewed
the experts one-on-one to collect their feedback after the case studies.

6.1 Causal Analysis of Air Pollution Time Series
Data description. The air pollution dataset we used comprises the
hourly readings of the PM2.5 2 concentration from 448 major air quality
sensors in China between January 8 and March 23, 2018. Each sensor
comprises a time series with 1800 recorded values. This dataset has
a total of 806,400 records and a size of 2.99 MB. We constructed a
neighbor index based on the sensors’ spatial proximity (Sec. 4.2.1).

Beijing is the largest city in China and the capital of China. The
experts aimed to disclose how did air pollution influence Beijing and
its surrounding areas. They first selected the sensor located in the
urban area of Beijing as an ego sensor. Six neighbor sensors were
connected to the ego sensor with edges, which constitutes a spatial

2PM2.5 refers to the atmospheric particulate matter (PM) that has a diameter
of fewer than 2.5 micrometers
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ego-graph. All edges were gray. These neighbor sensors belong to both
the downstream and upstream because the spread of air pollutants has
no explicit directions. The time series of the ego sensor was shown
in the time view (Fig. 1b). The experts applied the automatic peak
identification because of no periodicity. We defaulted a set of suitable
parameters after multiple trials to alleviate the user’s interaction burden:
height=180, distance=100, prominence=100, and wlen=210. Seven
time windows were generated in Fig. 1b. These windows each cover
the prominent peak with a proper duration. Thus, the experts were
satisfied with this result and did not adjust them. They set the range
of pollution influence speed as [6 km/h, 38 km/h] based on the typical
wind speeds in Beijing via the slider of Fig. 1a-4. Seven causal graphs
were then accordingly detected in these windows by the model.

The experts first obtained the spatiotemporal summary (Fig. 1a).
Fig. 1a-1 showed that the sensors of Beijing strongly influenced each
other because the large arrows and obvious overlaps were observed
in the revised compass glyphs. EB explained that the pollutants trans-
ported back and forth in Beijing because of its terrain surrounded
by mountains on three sides. EA commented “all districts in Bei-
jing should be treated as a whole for better air pollution control.” The
experts also learned that air pollutants of Beijing could be from Zhangji-
akou and could propagate to Langfang (Fig. 1a-2). They decided to
analyze the fine-grained causality revealed by causal graphs after briefly
understanding the detected causalities through this summary.

The graph view presented all causal graphs and causal relations along
the time (Fig. 1c). The experts first wanted to confirm the conclusion
drawn by Fig. 1a-1 further. They highlighted all bi-directional causal
relations by checking the gray check box (Fig. 1d-1). Not surprisingly,
the causal relations among Beijing sensors enclosed in Fig. 1c-3 were
frequently bi-directional.

The experts then explored the causal graphs and drilled down to
specific graphs of their interests based on the ego’s time series features.

A sharp peak in the third time window was first noticed. The
heatmap below showed that the stimulus of an air pollution event spread
from north to south (Fig. 1c-1). After hovering over this band, the map
view displayed the spatial causal graph (Fig. 1a-1). However, some
involved causal links were suspicious because they had low correlation
coefficients indicated by the circle sizes in the relation view (Fig. 1d-2).
Given that, the experts unfolded this graph band to verify the causalities
(Fig. 1c-2). The orders in which the peaks appear in the two time
series supported the causal directions detected by the model. The time
differences of the peaks were also consistent with the lags. EB said,
“although the time series were not highly correlated, the model captured
the key features, i.e., the peaks, and obtained reasonable causalities.”

The highest peak in the last time window attracted the experts’
attention (Fig. 1c-5). They unfolded the graph band below. Three
suspicious causal links were identified as follows.

First, the causal link with Zhangjiakou comprised two dissimilar
time series (Fig. 8a-1). The experts hovered over it and highlighted
its relation curve in the relation view (Fig. 8b-1). The large circle
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also implied a low correlation. Nonetheless, the expert scrutinized the
time series carefully (Fig. 8a-1) and learned that the time differences
between the peaks in these two time series generally corresponded to
the large lag. EA explained that the low correlation might result from
the long distance and geographical terrain between them.

Second, the causal relation with Langfang (Fig. 8a-2) was associated
with the two circles with different sizes in the relation view (Fig. 8b).
The smaller circle indicated the higher correlation of the blue causal
link that started from Langfang. The experts also learned that the ups
and downs of the blue time series were ahead of that of the red one
after examining the two time series. This finding was consistent with
that in the relation view, and the red link was considered incorrect.

Third, the bi-directional relation with Baoding was also suspicious
because of the remote distance. The experts considered the blue link
incorrect based on the correlations indicated by the relation curve
(Fig. 8c) and the ups and downs in the time series (Fig. 8a-3).

Finally, the experts deleted the incorrect causal links and obtained
the causal relations as Fig. 8d. They further knew that the air pollutants
generally propagated from the east to the west. EA and EB commented,
“identifying the sources of air pollution is a highly complex task, and
these causal relations between sensors can be of great help.”

We showcased that the two most serious air pollution in Beijing were
caused by the northwest and southeast areas, respectively. The time-
oriented analysis disclosed these fine-grained and dynamic causalities
that shed light on precise source identification and better policymaking
that a static causal graph cannot support.

6.2 Causal Analysis of Traffic Time Series
Data description. The traffic dataset we used was from the released Q-
Traffic dataset [39]. This dataset includes subparts of the road network



in Beijing and the traffic speed for every 15 minutes for every road
segment. We first sampled 511 high-level roads, such as highways.
Each road segment is regarded as a road sensor. We also sampled the
readings from May 9, 2017 to May 18, 2017. Finally, this dataset totally
comprises 490,560 records and has a size of 1.89 MB.

The experts stated that traffic congestion events always propagate
backward and cause other congestion events. Thus, the causal directions
are opposite to the traffic directions. Based on this prior knowledge, we
recovered the downstream and upstream relations of the roads based
on the road network and constructed a neighbor index (Sec. 4.2.1). A
busy traffic area with elevated roads was selected for this case study.

After the experts selected the road segment r1 (abbreviated as r1
below) as the ego sensor, an ego-graph was shown on the map view
and implied possible causal relations (Fig. 9a). We denoted the four
neighbor sensors as r2 to r5 for convenience. The experts set the range
of traffic influence speed as [0.1 km/15 min, 1.5 km/15min] via the
slider of Fig. 1a-4. Multiple causal graphs were detected in these time
windows and summarized in the map view (Fig. 9b). The summary
showed that r2 caused r1, and r1 caused r4 and r5 but rarely r3. The
experts then analyzed the causal graphs in the graph view (Fig. 9e).

Pattern #1. “r1→ r3” (r1 caused r3) occurred only twice (Fig. 9e-
1), while others occurred many times. To figure out the reason, the
experts unfolded the related graph bands where “r1→ r3” exits and ex-
amined the two causal relations (Fig. 9c). The raw time series showed
that the ups and downs in the red time series caused only slight fluc-
tuations in the blue one. Given these observations and the frequency,
the experts thought that the causality between r1 and r3 can be ignored.
EA required to inspect the whole time series of r3 further. The traffic
conditions of r3 were more stable compared with that of r1 (Fig. 9d),
which supported the experts’ decision.

Pattern #2. “r1→ r4” and “r1→ r5” frequently occurred (Fig. 9e-
2). The experts obtained the details of the relevant causal links in
the relation view. Fig. 9f shows the causal links of “r1→ r4”. The
correlation of these links were generally high, indicated by the small
circle sizes. By contrast, the causal links of “r1→ r5” had larger
circles and lower correlations (Fig. 9g). The experts figured out such a
difference by inspecting the whole time series of r4 and r5 (Fig. 9h).
The time series of r1 and r5 differed obviously in each morning time
period. EB explained that r1 influenced r4 throughout the days (Fig. 9h-
1), while r1 influenced r5 only in the afternoon (Fig. 9h-2).

Pattern #3. No causality was detected on Sunday (Fig. 9e-2). EA
explained that this was because the traffic volume on Sundays was
small. On Sundays, residents tend to rest at home instead of working
overtime or traveling. EC also stated that even if residents wanted to
go out, their departure times could be more varied than working days.

These patterns can promote informed traffic management. For in-
stance, managers should focus more on the vehicles from r4 and r5 to
take timely measures, such as early warning and routing. Furthermore,
traffic control may be omitted on Sundays, thereby saving resources.

6.3 Expert Interviews
We conducted informal interviews with the experts and collected their
feedback after the case studies. The feedback is summarized as follows.

Visual design. All three experts agreed that the visual designs of
Compass were easy to learn and understand. They praised the com-
pass glyph, “it is interesting and intuitive to indicate causal directions
because the purpose of a compass is to show directions.” EA and EB
can quickly understand the graph view although they have not seen
dynamic graph visualizations before because “the causal relations in
the graph view can be clearly associated with the time and space.”

Usability and improvements. All experts confirmed the system
usability. EA commented,“Compass allows us to obtain fine-grained
and dynamic urban causalities, which cannot be supported before.” EC
said, “It would be very interesting if the proposed methods are applied to
other fields.” While the system has been confirmed to be satisfied with
the user requirements, the experts provided suggestions on improving
the usability further. EB required to modify or add neighbor sensors
based on users’ knowledge. We have implemented this function. EA
and EC said that accessing actual video helps confirm the identified
knowledge [66, 67, 77], e.g., the traffic causality in Sec. 6.2. Domain-
specific views can be added when deploying to the actual scenarios.

7 DISCUSSION

Implications. This study is the first to extend the visual causal analysis
to urban scenarios. First, we are aware of the dynamics of causality in
urban environments. A causal detection framework and temporal visu-
alizations are combined to unveil these dynamic causalities. The case
studies demonstrate the dynamic causalities in air pollution phenomena
and traffic situations. The static causal graphs detected by the previ-
ous methods will ignore these time-varying cause-effect relationships
and thus cannot support accurate and informed decisions. Second, we
observe the causalities detected by automatic models are not always
reliable in urban domains. This observation supports other researchers’
opinion [31, 76] that human knowledge needs to be integrated into the
analysis loop for reliable analyses.

Generalizability. The generalizability of Compass is two-fold. In
terms of application, the two real-world case studies have demonstrated
that Compass can be easily applied to the urban time series data from
different domains. Other potential applications include analyzing noise
pollution [9], water pollution [1], and complex physical systems (e.g.,
IoT systems of tree ecosystem services [46]). For example, a river
can be polluted by its upstream tributaries. Compass can help identify
when the river is polluted and reveal which tributaries pollute it for
each period when the pollution events are observed. In terms of visual
analytics, Compass can be regarded as a model-free visual analytics
approach and is not limited to the Granger causality test. Granger
causality test is currently the most suitable method for our problem
because of its wide use, interpretability, and ability to detect causality
based on short partitioned time series. However, some recognized
issues of the Granger causality test still exist. For example, it is a linear
model [27]. Any better model proposed in the future can be easily
integrated into our visual analytics system.

Limitations and future work. Three limitations are observed in
this study. First, the system cannot support the analysis of complex
causal graphs. Although ego graph-like causal graphs support an ef-
fective analysis for the target area, causal analyses can be enhanced
with more complex causal graphs, such as by involving the relations
between neighbor sensors. However, analyzing the complex graphs in
a spatiotemporal context is challenging. For example, visual clutter
is hard to avoid because the geo-fixed nodes make the causal graph
layout methods inapplicable [65,76]. It also becomes difficult to clearly
reveal the temporal variations of the detected causalities as the number
of edges increases. Utilizing the third dimension can be a potential
solution [5, 14, 62, 80] and deserves further study. Secondly, due to the
lack of multi-source datasets in the same temporal and spatial scope,
the effectiveness of our method in cross-domain causal analysis has
not been proven. In fact, causality may exist between different urban
datasets. For example, as the traffic volume increases, the air quality
will deteriorate because cars emit exhaust gas and pollute the air [83].
In the future, we will collect richer datasets and conduct studies, thereby
evaluating and improving our approaches. Finally, we found that when
the number of links to be tested in all time windows is more than 150,
the calculation time exceeds ten seconds. In the future, we will opti-
mize the detection model, implement it with a more high-performance
programming language, and deploy it to a distributed computing server.

8 CONCLUSION

This study presents a novel visual analytics approach that assists ana-
lysts in detecting and analyzing dynamic causalities in urban domains.
We first extend the Granger causality test and propose a causal detection
framework for dynamic urban causality. We then develop Compass by
coordinating a set of well-designed visualizations. Compass facilitates
analysts to interpret dynamic causal relations and improve causal detec-
tion results. We have demonstrated its effectiveness with case studies
on real-world datasets and expert interviews. In the future, we will
enhance the capability of Compass and deploy it to specific fields.
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